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Description
Research Projects will end with a Research Report due at the end of the Final Semester of the project. This will be a manuscript that is well-developed, concise, and suitable for publication. Research reports will be shared in an ALG repository under a Creative Commons Attribution License 4.0. Supplementary files, such as data sets, will not be shared in the repository. 
While there is no specific page limit, award recipients are strongly encouraged to produce succinct Research Reports; these should be written with a broad public audience in mind, including faculty and professional staff of all disciplines. A template will be provided, but an outline is provided here for planning purposes.
Note: Online Submission Form
Once you have completed this template, to submit your Final Report, go to the Final Report submission form. 
Follow the instructions on the webpage for uploading your documents. Based on receipt of this report, ALG will process the final payment for your grant.  ALG will follow up in the future with post-project grantee surveys and may also request your participation in a publication, presentation, or other event. 
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1. Narrative
Give a narrative summary of your project. Include:
· Major goals and objectives, research questions addressed
· Research design, methods, analytical and data analysis techniques
· Findings and implications
To reach the main goal of the project, that is to explore the course-context aware local LLM and its use to produce supplemental class materials, the following steps have been taken:
· A new PC that is optimized for the running of the local LLM models has been designed
· All components needed have been ordered
· This was a long process with the uncertainties of the delivery times and prices
· The PC has been assembled and all software installed
· The RAG (Retrieval Augmented Generation) system software has been installed
· The RAG system was used to add data about the physics and astronomy courses
· The added data was used to generate supplemental materials for the courses
Two RAG-capable systems were used – the Verba Golden RAGTriever and the AnythingLLM. 
Verba software is more powerful and allows multiple adjustments and tuning of the process, its installation is very manual and requires knowledge of both Windows and Linux operating systems, python programming language and virtualization environments. In our work, Verba was used as the testing system for the various tests that were conducted. Ollama framework has been used to run the actual LLM models locally and provide the “AI” back-end support for the Verba. The models had to be downloaded and loaded manually. The user interface was via the web page in the browser.
AnythingLLM is a simple installer for Windows that automatically installs and configures the back-end and the interface for the LLM. It makes it easy to choose the LLM models that are compatible with the user’s computer and the descriptions of the suggested uses of the models are provided in the user interface. As the downloaded models are much smaller than the universal systems like CoPilot and similar, they usually excel in one or two tasks, such as text translation, optical character recognition, reasoning and so on.
In the testing process, it was established that the smaller models that are fit for most of the user computers perform very similarly for the tasks of the RAG database creation and generation of the supplemental materials for the course.
The database creation process is different for both systems tested, and for the AnythingLLM the process is the easiest – the user can attach all the class materials and even a whole textbook (separated by chapters, one chapter at the time) and the system will remember them. Then using the @agent for the RAG, the request will be processed using those attached materials, thus enhancing the ability of the portable AI models to generate high quality supplemental materials for the course. Therefore, the principle point has beep proven that the locally run AI models are useful for the instructors in generating the course supplemental materials and even in recognizing students’ handwriting.

2. Resulting Practice Recommendations
In a bullet-point list, briefly list any recommendations the team has for future practices in teaching and learning with open and/or affordable materials as related to this research. 
The practical result that followed from the research conducted shows that the locally run LLM is the safe and practical way to assist instructors in daily tasks. As the students’ data is never leaving the instructor’s computer and it is processed locally, there is no security problem that usually arises with the use of the large language models like CoPilot and similar.
The laptop needs to have some minimal requirements though. The latest update that the IT is doing with faculty laptops at the end of 2025 onwards provides machines with 32 Gbt of RAM that is sufficient for running even medium-sized models. An additional video card (discrete) is recommended but is not required. 
The instructions and the results of the running local LLMs and the produced material samples will be in the supplementary files. See the presentation “Approach to Physics Education Using Local AI with RAG for Open Educational Materials Generation.pptx” for a step-by-step starting guide.
3. Future Plans
Give a description of any scholarship work involving this research planned for the future, including publications, presentations, and conference papers.
(Research Grants teams are encouraged to publish their findings in peer-reviewed journals after the end of the project. Open Access (OA) publications are preferred to increase access to research materials, but due to varied OA options and tenure/promotion procedures within different disciplines and institutions, OA publishing is not a requirement.) 
The results of this work have been presented at two international conferences: ICRC2025 and the EPS-HEP2025.
The following paper has been published as the result of this work:
Approach to Physics Education Using Local AI with RAG for Open Educational Materials Generation. D. Beznosko, T. Krivosheev and A. Iakovlev. In proceedings to 39th International Cosmic Ray Conference, PoS(ICRC2025)1238, 09/2025. https://doi.org/10.22323/1.501.1238 
The following paper has been submitted, pending publication:
Using Local AI with RAG for Open Educational Materials Generation for Physics Education. D. Beznosko, T. Krivosheev and A. Iakovlev. In proceedings to The European Physical Society Conference on High Energy Physics, PoS(EPS-HEP2025)618, submitted on 08/2025, https://pos.sissa.it/485/618/ 
Further plans include presenting these completed materials at the ICHEP2026 conference in summer of 2026 (or a similar conference). This presentation will have the opportunity to publish the proceedings as well.
4. Supplementary Files
[bookmark: _Hlk156374279]Give a description of any supplementary files provided to ALG, such as data sets or figures. Indicate whether these files can be shared with the public. 
Conference presentation at ICRC2025 and a step-by-step guide to start with LLM: “Approach to Physics Education Using Local AI with RAG for Open Educational Materials Generation.pptx”
PoS(ICRC2025)1238 publication: ICRC2025_1238.pdf (has to be pdf as provided by the publisher)
Conference poster with use of LLM summary: “Using local AI with RAG.pptx”
PoS(EPS-HEP2025)618 Publication: EPS-HEP2025_618.pdf (pdf is provided by the publisher)

