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Chapter 3: Evaluating inductive arguments and probabilistic and statistical fallacies 
 

3.1 Inductive arguments and statistical generalizations 
 

As we saw in chapter 1 (section 1.8), an inductive argument is an argument  whose 

conclusion is supposed to follow from its premises with a high level of probability, 

rather than with certainty. This means that although it is possible that the 

conclusion doesn’t follow from its premises, it is unlikely that this is the case. We 

said that inductive arguments are “defeasible,” meaning that we could turn a strong 

inductive argument into a weak inductive argument simply by adding further 

premises to the argument. In contrast, deductive arguments that are valid can 

never be made invalid by adding further premises. Recall our “Tweets” argument: 

 
1. Tweets is a healthy, normally functioning bird 

2. Most healthy, normally functioning birds fly 

3. Therefore, Tweets probably flies 

 
Without knowing anything else about Tweets, it is a good bet that Tweets flies. 

However, if we were to add that Tweets is 6 ft. tall and can run 30 mph, then it is 

no longer a good bet that Tweets can fly (since in this case Tweets is likely an 

ostrich and therefore can’t fly). The second premise, “most healthy, normally 

functioning birds fly,” is a statistical generalization. Statistical generalizations are 

generalizations arrived at by empirical observations of certain regularities. 

Statistical generalizations can be either universal or partial. Universal 
generalizations assert that all members (i.e., 100%) of a certain class have a 

certain feature, whereas partial generalizations assert that most or some 

percentage of members of a class have a certain feature.  For example, the  claim 

that “67.5% of all prisoners released from prison are rearrested within three years” 

is a partial generalization that is much more precise than simply saying that “most 

prisoners released from prison are rearrested within three years.” In contrast, the 

claim that “all prisoners released from prison are rearrested within three years” is 

a universal generalization. As we can see from these examples, deductive 

arguments typically use universal statistical generalizations whereas inductive 

arguments typically use partial statistical generalizations. Since statistical 

generalizations are often crucial premises in both deductive and inductive 

arguments, being able to evaluate when a statistical generalization is good or bad 

is crucial for being able to evaluate arguments. What we are doing in evaluating 

statistical generalizations is determining whether the premise in our argument is 

true (or at least well- 



Chapter 3: Evaluating inductive arguments and probabilistic and statistical fallacies 
 

supported by the evidence). For example, consider the following inductive 

argument, whose premise is a (partial) statistical generalization: 

 
1. 70% of voters say they will vote for candidate X 

2. Therefore, candidate X will probably win the election 

 
This is an inductive argument because even if the premise is true, the conclusion 

could still be false (for example, an opponent of candidate X could systematically 

kill or intimidate those voters who intend to vote for candidate X so that very few of 

them will actually vote). Furthermore, it is clear that the argument is intended to be 

inductive because the conclusion contains the word “probably,” which clearly 

indicates that an inductive, rather than deductive, inference is intended. 

Remember that in evaluating arguments we want to know about the strength of the 
inference from the premises to the conclusion, but we also want to know whether 

the premise is true! We can assess whether or not a statistical generalization is 

true by considering whether the statistical generalization meets certain conditions. 

There are two conditions that any statistical generalization must meet in order for 

the generalization to be deemed “good.” 

 
1. Adequate sample size: the sample size must be large enough to 

support the generalization. 

2. Non-biased sample: the sample must not be biased. 

 
A sample is simply a portion of a population. A population is the totality of 

members of some specified set of objects or events. For example, if I were 

determining the relative proportion of cars to trucks that drive down my street on 

a given day, the population would be the total number of cars and trucks that drive 

down my street on a given day. If I were to sit on my front porch from 12-  2 pm 

and count all the cars and trucks that drove down my street, that would be a 

sample. A good statistical generalization is one in which the sample is 

representative of the population. When a sample is representative, the 

characteristics of the sample match the characteristics of the population at large. 

For example, my method of sampling cars and trucks that drive down my street 

would be a good method as long as the proportion of trucks to cars that drove down 

my street between 12-2 pm matched the proportion of trucks to cars that drove 

down my street during the whole day. If for some reason the number of trucks that 

drove down my street from 12-2 pm was much higher than the average for the 

whole day, my sample would not be representative of the 
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population I was trying to generalize about (i.e., the total number of cars and trucks 

that drove down my street in a day). The “adequate sample size” condition and the 

“non-biased sample” condition are ways of making sure that a sample is 

representative. In the rest of this section, we will explain each of these conditions 

in turn. 

 
It is perhaps easiest to illustrate these two conditions by considering what is wrong 

with statistical generalizations that fail to meet one or more of these  conditions. 

First, consider a case in which the sample size is too small (and thus the adequate 

sample size condition is not met). If I were to sit in front of my house for only fifteen 

minutes from 12:00-12:15 and saw only one car, then my sample would consist of 

only 1 automobile, which happened to be a car. If I were to try to generalize from 

that sample, then I would have to say that only cars (and no trucks) drive down my 

street. But the evidence for this universal statistical generalization (i.e., “every 

automobile that drives down my street is a car”) is extremely poor since I have 

sampled only a very small portion of the total population (i.e., the total number of 

automobiles that drive down my street). Taking this sample to be representative 

would be like going to Flagstaff, AZ for one day and saying that since it rained 

there on that day, it must rain every day in Flagstaff. Inferring to such a 

generalization is an informal fallacy called “hasty generalization.” One commits the 

fallacy of hasty generalization when one infers a statistical generalization (either 

universal or partial) about a population from too few instances of that population. 

Hasty generalization fallacies are very common in everyday discourse, as when a 

person gives just one example of a phenomenon occurring and implicitly treats that 

one case as sufficient evidence for a generalization. This works especially well 

when fear or practical interests are involved. For example, Jones and Smith are 

talking about the relative quality of Fords versus Chevys and Jones tells Smith 

about his uncle’s Ford, which broke down numerous times within the first year of 

owning it. Jones then says that Fords are just unreliable and that that is why he 

would never buy one. The generalization, which is here ambiguous between a 

universal generalization (i.e., all Fords are unreliable) and a partial generalization 

(i.e., most/many Fords are unreliable), is not supported by just one case, however 

convinced Smith might be after hearing the anecdote about Jones’s uncle’s Ford. 

 
The non-biased sample condition may not be met even when the adequate sample 

size condition is met. For example, suppose that I count all the cars on my street 

for a three hour period from 11-2 pm during a weekday. Let’s assume 
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that counting for three hours straight give us an adequate sample size.  However, 

suppose that during those hours (lunch hours) there is a much higher proportion 

of trucks to cars, since (let’s suppose) many work trucks are coming to and from 

worksites during those lunch hours. If that were the case, then my sample, 

although large enough, would not be representative because it would be biased. 

In particular, the number of trucks to cars in the sample would be higher than in 

the overall population, which would make the sample unrepresentative of the 

population (and hence biased). 

 
Another good way of illustrating sampling bias is by considering polls. So consider 

candidate X who is running for elected office and who strongly supports gun rights 

and is the candidate of choice of the NRA. Suppose an organization runs a poll to 

determine how candidate X is faring against candidate Y, who is actively anti gun 

rights. But suppose that the way the organization administers the poll is by polling 
subscribers to the magazine, Field and Stream. Suppose the poll returned over 

5000 responses, which, let’s suppose, is an adequate sample size and out of those 

responses, 89% favored candidate X. If the organization were to take that sample 

to support the statistical generalization that “most voters are in favor of candidate 

X” then they would have made a mistake. If you know anything about the magazine 

Field and Stream, it should be obvious why. Field and Stream is a magazine 

whose subscribers who would tend to own guns and support gun rights. Thus we 

would expect that subscribers to that magazine would have a much higher 

percentage of gun rights activists than would the general population, to which the 

poll is attempting to generalize. But in this case, the sample would be 

unrepresentative and biased and thus the poll would be useless. Although the 
sample would allow us to generalize to the population, “Field and Stream 

subscribers,” it would not allow us to generalize to the population at large. 

 
Let’s consider one more example of a sampling bias.  Suppose candidate X were 

running in a district in which there was a high proportion of elderly voters. Suppose 

that candidate X favored policies that elderly voters were against. For example, 

suppose candidate X favors slashing Medicare funding to reduce the budget 

deficit, whereas candidate Y favored maintaining or increasing support to 

Medicare. Along comes an organization who is interested in polling voters to 

determine which candidate is favored in the district. Suppose that the organization 

chooses to administer the poll via text message and that the results of the poll 

show that 75% of the voters favor candidate X. Can you see what’s wrong with the 

poll—why it is biased? You probably recognize that this polling 
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method will not produce a representative sample because elderly voters are much 

less likely to use cell phones and text messaging and so the poll will leave out the 

responses of these elderly voters (who, we’ve assumed make up a large segment 

of the population). Thus, the sample will be biased and unrepresentative of the 

target population. As a result, any attempt to generalize to the general population 

would be extremely ill-advised. 

 
Before ending this section, we should consider one other source of bias, which is 

a bias in the polling questionnaire itself (what statisticians call the “instrument”). 

Suppose that a poll is trying to determine how much a population favors organic 

food products. We can imagine the questionnaire containing a choice like the 

following: 

 
Which do you prefer? 

a. products that are expensive and have no FDA proven advantage 

over the less expensive products 

b. products that are inexpensive and have no FDA proven 

disadvantage over more expensive products 

 
Because of the phrasing of the options, it seems clear that many people will choose 

option “b.” Although the two options do accurately describe the difference between 

organic and non-organic products, option “b” sounds much more desirable than 

option “a.” The phrasing of the options is biased insofar as “a” is a stand-in for 

“organic” and “b” is stand-in for “non-organic.” Even people who favor organic 

products may be more inclined to choose option “b” here. Thus, the poll would not 

be representative because the responses would be skewed by the biased phrasing 

of the options. Here is another example with the same point: 

 
Which do you favor? 

a. Preserving a citizen’s constitutional right to bear arms 

b. Leaving honest citizens defenseless against armed criminals 

 
Again, because option “b” sounds so bad and “a” sounds more attractive,  those 

responding to a poll with this question might be inclined to choose “a” even if they 

don’t really support gun rights. This is another example of how bias can creep into 

a statistical generalization through a biased way of asking a question. 
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Random sampling is a common sampling method that attempts to avoid any 

kinds of sampling bias by making selection of individuals for the sample a matter 

of random chance (i.e., anyone in the population is as likely as anyone else to be 

chosen for the sample). The basic justification behind the method of random 

sampling is that if the sample is truly random (i.e., anyone in the population is as 

likely as anyone else to be chosen for the sample), then the sample will be 

representative. The trick for any random sampling technique is to find a way of 

selecting individuals for the sample that doesn’t create any kind of bias. A  common 

method used to select individuals for a random sample (for example, by Gallup 

polls) is to call people on either their landline or cell phones. Since most voting 

Americans have either a landline or a cell phone, this is a good way of ensuring 

that every American has an equal chance of being included in the sample. Next, 

a random number generating computer program selects  numbers to dial. In this 

way, organizations like Gallup are able to get something close to a random sample 

and are able to represent the whole U.S. population with a sample size as small 

as 1000 (with a margin of error of +/- 4). As technology and social factors change, 

random sampling techniques have to be updated. For example, although Gallup 

used to call only landlines, eventually this method became biased because many 

people no longer owned landlines, but only cell phones. If some new kind of 

technology replaces cell phones and landlines, then Gallup will have to adjust the 

way it obtains a sample in order to reflect the changing social reality. 

 
Exercise 22: What kinds of problems, if any, do the following statistical 

generalizations have? If there is a problem with the generalization, specify 

which of the two conditions (adequate sample size, non-biased sample) are 

not met. Some generalizations may have multiple problems. If so, specify 

all of the problems you see with the generalization. 

 
1. Bob, from Silverton, CO drives a 4x4 pickup truck, so most people from 

Silverton, CO drive 4x4 pickup trucks. 

2. Tom counts and categorizes birds that land in the tree in his backyard 

every morning from 5:00-5:20 am. He counts mostly morning doves and 

generalizes, “most birds that land in my tree in the morning are morning 

doves.” 

3. Tom counts and categorizes birds that land in the tree in his backyard 

every morning from 5:00-6:00 am. He counts mostly morning doves and 

generalizes, “most birds that land in my tree during the 24-hour day are 

morning doves.” 
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4. Tom counts and categorizes birds that land in the tree in his backyard 

every day from 5:00-6:00 am, from 11:00-12:00 pm, and from 5:00- 6:00 

pm. He counts mostly morning doves and generalizes, “most birds that 

land in my tree during the 24-hour day are morning doves.” 

5. Tom counts and categorizes birds that land in the tree in his backyard 

every evening from 10:00-11:00 pm. He counts mostly owls and 

generalizes, “most birds that land in my tree throughout the 24-hour day 

are owls.” 

6. Tom counts and categorizes birds that land in the tree in his backyard 

every evening from 10:00-11:00 pm and from 2:00-3:00 am.  He counts 

mostly owls and generalizes, “most birds that land in my tree throughout 

the night are owls.” 

7. A poll administered to 10,000 registered voters who were home- owners 

showed that 90% supported a policy to slash Medicaid  funding and 

decrease property taxes. Therefore, 90% of voters support a policy to 

slash Medicaid funding. 

8. A telephone poll administered by a computer randomly generating 

numbers to call, found that 68% of Americans in the sample of 2000 were 

in favor of legalizing recreational marijuana use. Thus, almost 70% of 

Americans favor legalizing recreation marijuana use. 

9. A randomized telephone poll in the United States asked respondents 

whether they supported a) a policy that allows killing innocent children 

in the womb or b) a policy that saves the lives of innocent children in the 

womb. The results showed that 69% of respondents  choose option “b” 

over option “a.” The generalization was made that “most Americans 

favor a policy that disallows abortion.” 

10. Steve’s first rock and roll concert was an Ani Difranco concert, in which 

most of the concert-goers were women with feminist political slogans 

written on their t-shirts. Steve makes the generalization that “most rock 

and roll concert-goers are women who are feminists.” He then applies 

this generalization to the next concert he attends (Tom Petty) and is 

greatly surprised by what he finds. 

11. A high school principal conducts a survey of how satisfied students are 

with his high school by asking students in detention to fill out a 

satisfaction survey. Generalizing from that sample, he infers that 79% of 

students are dissatisfied with their high school experience. He is 

surprised and saddened by the result. 

12. After having attended numerous Pistons home games over 20 years, 

Alice cannot remember a time when she didn’t see ticket scalpers 
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selling  tickets  outside the stadium. She generalizes that there are 

always scalpers at every Pistons home game. 

13. After having attended numerous Pistons home games over 20 years,

Alice cannot remember a time when she didn’t see ticket scalpers selling

tickets outside the stadium. She generalizes that there are ticket

scalpers at every NBA game.

14. After having attended numerous Pistons home games over 20 years,

Alice cannot remember a time when she didn’t see ticket scalpers selling

tickets outside the stadium. She generalizes that there are ticket

scalpers at every sporting event.

15. Bob once ordered a hamburger from Burger King and got violently ill

shortly after he ate it. From now on, he never eats at Burger King

because he fears he will get food poisoning.
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3.3 Analogical arguments 

Another kind of common inductive argument is an argument from analogy. In an 

argument from analogy, we note that since some thing x shares similar 

properties to some thing y, then since y has characteristic A, x probably has 

characteristic A as well. For example, suppose that I have always owned Subaru 

cars in the past and that they have always been reliable and I argue that the new 

car I’ve just purchased will also be reliable because it is a Subaru. The two  things 

in the analogy are 1) the Subarus I have owned in the past and 2) the current 

Subaru I have just purchased. The similarity between these two things is just that 

they are both Subarus. Finally, the conclusion of the argument is that this Subaru 

will share the characteristic of being reliable with the past Subarus I have owned. 

Is this argument a strong or weak inductive argument? Partly it depends on how 

many Subarus I’ve owned in the past. If I’ve only owned one, then the inference 

seems fairly weak (perhaps I was just lucky in that one Subaru I’ve owned). If I’ve 

owned ten Subarus then the inference seems much stronger. Thus, the reference 

class that I’m drawing on (in this case, the number of Subarus I’ve previously 

owned) must be large enough to generalize from (otherwise we would be 

committing the fallacy of “hasty generalization”). However, even if our reference 

class was large enough, what would make the inference even stronger is knowing 

not simply that the new car is a Subaru, but also specific things about its origin. For 

example, if I know that this particular model has the same engine and same 

transmission as the previous model I owned and that nothing significant has 

changed in how Subarus are made in the intervening time, then my argument is 

strengthened. In contrast, if this new Subaru was made after Subaru was bought 

by some other car company, and if the engine and transmission were actually 

made by this new car company, then my argument is weakened. It should be 

obvious why: the fact that the car is still called “Subaru” is not relevant establishing 

that it will have the same characteristics as the other cars that I’ve owned that were 

called “Subarus.” Clearly, what the car is called has no inherent relevance to 

whether the car is reliable. Rather, what is relevant to whether the car is reliable is 

the quality of the parts and assembly of the car. Since it is possible that car 

companies can retain their name and yet drastically alter the quality of the parts 
and assembly of the car, it is clear that the name of the car isn’t itself what 

establishes the  quality of the car. Thus, the original argument, which invoked 

merely that the new car was a Subaru is not as strong as the argument that the 

car was 
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constructed with the same quality parts and quality assembly as the other cars I’d 

owned (and that had been reliable for me). What this illustrates is that better 

arguments from analogy will invoke more relevant similarities between the  things 

being compared in the analogy. This is a key condition for any good argument from 

analogy: the similar characteristics between the two things cited in the premises 

must be relevant to the characteristic cited in the conclusion. 

 
Here is an ethical argument that is an argument from analogy.1 Suppose that Bob 

uses his life savings to buy an expensive sports car. One day Bob parks his car 

and takes a walk along a set of train tracks. As he walks, he sees in the distance 

a small child whose leg has become caught in the train tracks. Much to his alarm, 

he sees a train coming towards the child. Unfortunately, the train will reach the 

child before he can (since it is moving very fast) and he knows it will be unable to 

stop in time and will kill the child. At just that moment, he sees a switch near him 

that he can throw to change the direction of the tracks and divert the train onto 

another set of tracks so that it won’t hit the child. Unfortunately, Bob sees that he 

has unwittingly parked his car on that other set of tracks and that if he throws the 

switch, his expensive car will be destroyed. Realizing this, Bob decides not to throw 

the switch and the train strikes and kills the child, leaving his car unharmed. What 

should we say of Bob? Clearly, that was a horrible thing for Bob to do and we would 

rightly judge him harshly for doing it. In fact, given the situation described, Bob 

would likely be criminally liable. Now consider the following situation in which you, 

my reader, likely find yourself (whether you know it or not—well, now you do know 

it). Each week you spend money on things that you do not need. For example, I 

sometimes buy $5 espressos from Biggby’s or Starbuck’s. I do not need to have 

them and I could get a much cheaper caffeine fix, if I chose to (for example, I could 

make a strong cup of coffee at my office and put sweetened hazelnut creamer in 

it). In any case, I really don’t need the caffeine at all! And yet I regularly purchase 

these $5 drinks. (If $5 drinks aren’t the thing you spend money on, but in no way 

need, then fill in the example with whatever it is that fits your own life.) With the  

money that you could save from forgoing these luxuries, you could, quite literally, 

save a child’s life. Suppose (to use myself as an example) I were to buy two $5 

coffees a week (a conservative estimate).  That is $10 a week, roughly 

$43 a month and $520 a year. Were I to donate that amount (just $40/month) to 

an organization such as the Against Malaria Foundation, I could save a child’s 

 

1 This argument comes (with interpretive liberties on my part) from Peter Singer’s, “The Singer 

Solution to World Poverty” published in the NY Times Magazine, September 5, 1999.  
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life in just six years.2 Given these facts, and comparing these two scenarios (Bob’s 

and your own), the argument from analogy proceeds like this: 

 
1. Bob chose to have a luxury item for himself rather than to save the life 

of a child. 

2. “We” regularly choose having luxury items rather than saving the life of 

a child. 

3. What Bob did was morally wrong. 

4. Therefore, what we are doing is morally wrong as well. 

 
The two things being compared here are Bob’s situation and our own. The 

argument then proceeds by claiming that since we judge what Bob did to be morally 

wrong, and since our situation is analogous to Bob’s in relevant respects (i.e., 

choosing to have luxury items for ourselves rather than saving the lives of dying 

children), then our actions of purchasing luxury items for ourselves must be 

morally wrong for the same reason. 

 
One way of arguing against the conclusion of this argument is by trying to argue 

that there are relevant disanalogies between Bob’s situation and our own. For 

example, one might claim that in Bob’s situation, there was something much more 

immediate he could do to save the child’s life right then and there. In contrast, our 

own situation is not one in which a child that is physically proximate to us is in 

imminent danger of death, where there is something we can immediately do about 

it. One might argue that this disanalogy is enough to show that the two situations 

are not analogous and that, therefore, the conclusion does not follow. Whether or 

not this response to the argument is adequate, we can see that the way of objecting 

to an argument from analogy is by trying to show that there are relevant differences 

between the two things being compared in the analogy.  For example, to return to 

my car example,  even if the new car was a Subaru and was made under the same 

conditions as all of my other Subarus, if I purchased the current Subaru used, 

whereas all the other Subarus had been purchased new, then that could be a 

relevant difference that would weaken the conclusion that this Subaru will be 

reliable. 

 
So we’ve seen that an argument from analogy is strong only if the following two 

conditions are met: 
 
 
 

2 http://www.givewell.org/giving101/Your-dollar-goes-further-overseas 

http://www.givewell.org/giving101/Your-dollar-goes-further-overseas
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1. The characteristics of the two things being compared must be similar in 

relevant respects to the characteristic cited in the conclusion. 

2. There must not be any relevant disanalogies between the two things 

being compared. 

 
Arguments from analogy that meet these two conditions will tend to be stronger 

inductive arguments. 

 
Exercise 24: Evaluate the following arguments from analogy as either 

strong or weak. If the argument is weak, cite what you think would be a 

relevant disanalogy. 

 
1. Every painting by Rembrandt contains dark colors and illuminated faces, 

therefore the original painting that hangs in my high school is probably 

by Rembrandt, since it contains dark colors and illuminated faces. 

2. I was once bitten by a poodle. Therefore, this poodle will probably bite 

me too. 

3. Every poodle I’ve ever met has bitten me (and I’ve met over 300 

poodles). Therefore this poodle will probably bite me too. 

4. My friend took Dr. Van Cleave’s logic class last semester and got an A. 

Since Dr. Van Cleave’s class is essentially the same this semester and 

since my friend is no better a student than I am, I will probably get an A 

as well. 

5. Bill Cosby used his power and position to seduce and rape women. 

Therefore, Bill Cosby probably also used his power to rob banks. 

6. Every car I’ve ever owned had seats, wheels and brakes and was also 

safe to drive. This used car that I am contemplating buying has seats, 

wheels and brakes. Therefore, this used car is probably safe to drive. 

7. Every Volvo I’ve ever owned was a safe car to drive. My new car is a 

Volvo. Therefore, my new car is probably safe to drive. 

8. Dr. Van Cleave did not give Jones an excused absence when Jones 

missed class for his grandmother’s funeral.  Mary will have to miss  class 

to attend her aunt’s funeral. Therefore, Dr. Van Cleave should  not give 

Mary an excused absence either. 

9. Dr. Van Cleave did not give Jones an excused absence when Jones 

missed class for his brother’s birthday party. Mary will have to miss class 

to attend her aunt’s funeral. Therefore, Dr. Van Cleave should  not give 

Mary an excused absence either. 
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10. If health insurance companies pay for heart surgery and brain surgery, 

which can both increase an individual’s happiness, then they should also 

pay for cosmetic surgery, which can also increase an individual’s 

happiness. 

11. A knife is an eating utensil that can cut things. A spoon is also an eating 

utensil. So a spoon can probably cut things as well. 

12. Any artificial, complex object like a watch or a telescope has been 

designed by some intelligent human designer. But naturally occurring 

objects like eyes and brains are also very complex objects. Therefore, 

complex naturally occurring objects must have been designed by some 

intelligent non-human designer. 

13. The world record holding runner, Kenenisa Bekele ran 100 miles per 

week and twice a week did workouts comprised of ten mile repeats on 

the track in the weeks leading up to his 10,000 meter world record. I have 

run 100 miles per week and have been doing ten mile repeats twice a 

week. Therefore, the next race I will run will probably be a world record. 

14. I feel pain when someone hits me in the face with a hockey puck. We 

are both human beings, so you also probably feel pain when you are hit 

in the face with a hockey puck. 

15. The color I experience when I see something as “green” has a particular 

quality (that is difficult to describe). You and I are both human beings, so 

the color you experience when you see something green probably has 

the exact same quality. (That is, what you and I experience when we 

see something green is the exact same experiential color.) 
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