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What are common research methods, theories or approaches in your discipline?
We are currently living in the age of information. Thanks to the internet, individuals can create and disseminate information to a world-wide audience. Technological advancements have accelerated, due to the access of humanity’s collective knowledge at our fingertips. However, this blessing can also be a curse, as the internet is slowly turning into a knowledge dump. This has led to the problem of deciphering between what is good and bad information.   Therefore, the ability to understand how to find and evaluate appropriate information has never been harder and more important. As biology has evolved over the past 500 years, it is natural to assume it has become more and more complex (Gannon, 2007). This complexity is seen even in reporting of science in the form of published articles. A 2017 study showed that the use of difficult words and sentence length has slowly increased from the 1960s (Plavén-Sigray et al., 2017). This has created communication barriers between scientists and the rest of the population. For an undergraduate biologist (and those paid to help them e.g. faculty, librarians etc) deciding to do research, there is clearly a lot to learn. How to find the correct information? How to interpret this information? How to keep up to date with research? In writing this chapter, I hope to be able to answer some of these questions.  

A trained Biologist will be skilled in the use of the scientific method.  In science textbooks, the scientific method is presented as a four or five step procedure involving:
I. Observation of a phenomenon.
II. Formulation of hypothesis based on your observation.
III. Designing and conducting experiments based on hypothesis.
IV. Analyzing results of experiment
V. Concluding to reject or not reject hypothesis

Hypothesis formulation is the cornerstone of any good experiment and is a skill all research biologists must possess. A well thought out scientific hypothesis will state clearly independent and dependent variables. The independent variable is manipulated by the researcher, whereas the dependent variable is the measurable outcome of the experiment. A hypothesis in general is a statement that may or may not be true but can be explored via experimentation. Therefore, a hypothesis must be falsifiable i.e. it can be proven wrong. A phenomenon that we cannot physically measure e.g. existence of ghosts, would not be a good basis to form a hypothesis. Due to the necessity of a hypothesis to be falsifiable, a hypothesis can only be rejected or not rejected, but never true. In biology, a good experiment will be testing two hypotheses: A null hypothesis, stating that there is no relationship between variables, and an alternate hypothesis, which is the opposite of a null hypothesis. Therefore, at the end of an experiment, one hypothesis will always be rejected and the other not rejected.   The more a hypothesis is tested, the more likely it is to be true, but can never give a definitive answer.
Science (and hypotheses) are based on inductive and deductive reasoning. Inductive reasoning involves making a generalization based on observations. Whereas deductive reasoning is the exact opposite, making an observation based on a generalization.  
In my own experience as a graduate student, I was using these methods every day. My research looks at morphological evolution in vertebrates. Essentially, I try to ask and answer questions relating to why/how the shape of vertebrates evolved. On my first day in graduate school, my PhD supervisor gave me a great example of inductive reasoning related to my project. The story goes that he was examining specimens in the zoology museum at Cambridge University and noticed a difference in tooth root placement between two species of rodent. The two species used their teeth in very different ways relating to their ecology.  That observation led him to formulate the hypothesis that was the backbone to my PhD (see appendix A for handout on developing a good hypothesis). 

How can you recognize these ideas when looking at materials produced in your field?
When designing a good experiment one of the most important aspects is to group your data in a way that isolates the variables being testing in your hypothesis.  Once the experiment has been completed and your data collected, statistical tests are needed to identify significant differences between the groups in a quantitative context.  In the field of biology, a statistically significant difference between groups is enough to disprove the null hypothesis and potentially publish results (as long as the experiment is novel). However, due to competition for space in high impact biological journals, results are skewed towards only publishing significant results. This has led the biological community to be obsessed with significant differences and the P-value (Chuard et al., 2019). Publication biases have led to the ‘file-drawer effect’(Rosenthal, 1979; Fanelli, 2012) where non-significant results are not being disseminated to the wider biological community. This creates inefficiencies in biological research, with unnecessary repetition in experiments taking place due to the knowledge of previous experiments not being known to the community. 
The ability to select an appropriate statistical test is a skill that every scientist needs. If the wrong statistical tests are used, the wrong conclusions may be drawn from your experiment. Inadequate statistical training is not only a problem at undergraduate level (Baglin et al., 2017), but is a problem within the scientific community as a whole (e.g Barraquand et al., 2014; Diong et al., 2018). If this statistical training gap is not addressed, it may lead to an increase in peer reviewed articles drawing wrong conclusions (Schroter et al., 2008; Makin & Orban de Xivry, 2019).
Clearly, statistical training is an issue in biology (Weissgerber, 2021). However, when it comes to statistics in the context of undergraduate research, the expertise of the instructor should be utilized. It would be unfair to assume an undergraduate researcher understands which statistical test to use in their given project. This is especially important if the research group are thinking about publishing their results. Errors in statistical methodology can often lead to retraction of published papers (Brown et al., 2018).
For student researchers to feel confident interpreting biostatistics, a good knowledge of variable types is important to understand what type of statistical test is required. As discussed above, the variables should already be defined in a good hypothesis, therefore, the appropriate statistical test should already be selected before the experiment phase. In biology, there are 3 types of variables to consider: measurement (quantitative), nominal (ordinal) and ranked (see McDonald, 2014 for more examples and Appendix B for a tutorial on selecting the right statistical test).
In fields such as comparative anatomy, an animal’s shape is quantified to study form and function of a particular group. To achieve this, complex multivariate shape statistics is used to represent shape.  This means that each observation/specimen (N number) examined has multiple variables attributed to it. Therefore, typical examples of statistical tests include MANOVA (multivariate analysis of variance) and principal components analysis (method for graphical representation of high dimensionality data). 
The last 10 years has seen biotechnology becoming cheaper and more readily available in laboratories across the world. DNA genetic sequencing, imagining analysis and artificial intelligence have exponentially increased the amount of data needed to be analyzed.  Data management is now an important skill in the biologist’s repertoire. This abundance of data has led to efforts to create platforms that enable sharing of data. For example, due to cheaper access to imagining technology, the use of X-ray, microCT and MRI has exploded in the field of digital morphology. Researchers from this field have come together to create a common pipeline for analyzing and sharing data (Davies et al., 2017). When data is used in a publication, it is now commonplace for the journal to require the data to be open access. There are many different online repositories e.g. Dryad, figshare, Github, Morphosource. These different repositories normally specialize in specific data types. For instance, Github specializes in the sharing of computer code, whereas Morphosource specializes in 3D-surface files. Many of these repositories are free to upload data, and in many cases the journal will pay if they require data to be uploaded to a specific repository. The future of biological research is moving towards making all data accessible to everyone. This transparency will drive efforts of reproducibility and accountability. It will also give researchers access to data that was inaccessible due to cost e.g. microCT scans can still be quite expensive. 
With this increased amount of data sharing comes a need for analysis of data. As biotechnology has become cheaper, analysis of data has also become cheaper. A decade ago, proprietary statistical programming such as SPSS, MATLAB and SAS were ubiquitous on biological lab computers. Now, the open-source statistical program, R has replaced these expensive programs. The reason for the popularity of R is down to its flexibility as it has over 13000 packages in its repository, CRAN (Comprehensive R Archive Network, https://cran.r-project.org/). R also has a very active online community with many free resources on how to learn. Increasingly complex problems are being solved using R as users share their code freely via repositories such as Github. Learning R should be part of every major undergraduate biology program e.g. (Auker & Barthelmess, 2020)
Is there a major diﬀerence between library research and ﬁeld research in your discipline? How do these types of research interact? 

In order to write relevant research questions, an extensive knowledge of your field is required. This kind of knowledge will accumulate over years of graduate training. Having said this, understanding how to find relevant literature is a skill that will increase the speed and efficiency of accumulative knowledge. 
The process of acquiring skills in biological information literacy has changed drastically in the last 10 years. During the early years of the internet, a student was expected to be familiar with multiple database search engines e.g. PubMed, Medline, JSTOR, Science Direct, Wiley Online.  Each of these databases are run by different for-profit publishers, with their own syntax and methods for adequate searching. Therefore, it was not surprising to find that students did not have the required skills for information literacy, due to the overwhelming number of options. During these years, faculty and librarians had to concentrate their efforts in making sure students were familiar with these databases (e.g. Porter, 2005)
The current generation of scientists have grown up in the ‘age of google’ and therefore it is unsurprising to find that the preferred way to search for information online is through this search engine.  Google’s popularity is due to their extensive indexing of information. However, the very reason why it’s so popular could also be its weakness in the context of information literacy. Students with this kind of access to information may struggle to differentiate between quality scientific literature (i.e. peer reviewed articles) and less relevant information (e.g. blogs, biomedical company websites etc.).  A study showed that dental/biomedical students who use google as their primary scientific literature search engine struggle to find relevant citations for assignments (Kingsley et al., 2011). However, this argument against Google may come across as a little unfair, as Google was not originally designed for the dissemination of scholarly articles. Indeed, Google itself identified this issue and created Google Scholar (GS), essentially Google with much of the extraneous material removed. When GS was first released, in 2004, many researchers did not see it as good enough to fill the information literacy gap (e.g Cathcart & Roberts, 2005).  This was mostly down to the fact that many important articles were not in an electronic format and therefore required library databases to prove of their existence. This is no longer a problem as currently only a negligible number of articles are not in an electronic format. With that being said, it is not best practice for undergraduate students to solely rely on GS as it has a number of issues. Google and GS run into the same problem in that their searches can be too broad and can lead to information overload. This is especially problematic for the undergraduate researcher as information overload can lead to issues such as decision fatigue (Anderson, 2003). Library databases/search engines are often subject specific and use keywords to catalogue articles and therefore can be more concise in their outputs. Additionally, the majority of academic journals are behind paywalls. Therefore, when searching GS, a student might be shown a link where they are expected to pay for the article. This may lead the student to think they cannot get access and give up on what might be a potentially important paper. However, university libraries purchase subscriptions that will pay for these papers and grant the student access. An easy fix would be to tell the student to sign in and search the library database after finding the paper on GS. This runs into the problem of making sure the student is well trained in finding the article in a library database.  
Many students get frustrated with internal library search engines e.g.  Galileo, which will not return results if incorrect subject headings and author-supplied keywords are not inputted by the student (see appendix C- a handout on identifying keywords). This generation of students must be instantly satisfied with a plethora of results as google will return information to them no matter what words are used as an input. If the student has inadequate training using a library database (i.e. lack of understanding on how library databases are indexed compared to google), they are more likely to not find the information they are looking for and give up on the database and return to google. This mentality is found at all levels of undergraduate students and needs to be urgently addressed in order to improve information literacy. I have addressed this problem by inviting our school’s librarian into my research class on the first week to give them instruction on the proper uses of our library’s databases. This has resulted in my students producing research papers with a high number of appropriate citations.
In biology, ‘appropriate citations’ are almost exclusively peer reviewed journal articles (book sections are included in this section as they are also peer reviewed in biology). Traditionally, college information literacy training has highlighted the difference between primary (e.g. peer reviewed articles), secondary (e.g. textbook) and tertiary (e.g. Wikipedia article) sources. In general, it is good for students to understand these groupings but in biological research, citing anything less than a peer reviewed article is normally deemed unacceptable. There are of course some exceptions. For example, review articles, which are classified as secondary sources, are normally acceptable to cite in a manuscript where a concept has been backed up by a large amount of research. For example, geometric morphometrics is a statistical shape technique that allows researchers to quantify and compare animal shape. This technique has been developed and researched over the past 40 years and has thousands of articles relating to it. Therefore, it is acceptable to cite a review article as a substitute to the other cited work. However, many researchers do not like citing review articles at all, as they have been shown to reduce the impact of a paper conducting original research (Miranda & Garcia-Carpintero, 2018; McMahan & McFarland, 2021). Indexed abstracts from conferences do sometimes get cited in peer reviewed papers, but this is rare. 
Students must be cautious even when citing peer reviewed articles due to the presence of predatory journals (Grudniewicz et al., 2019). Due to the profitability of scientific publication, many predatory journals have appeared.  These journals exist due to the ‘publish or perish’ environment found within academia. They ask for high fees in exchange for publications. However, the articles do not go through rigorous peer review, which can lead to highly dubious publications.   Hyper-competitiveness for academic jobs and grant funding has led to candidates with most publications receiving the job offers/grants and thus focus has turned from quality to quantity of articles. Although at first predatory journals were seen only to be publishing work from developing countries, it is clear that researchers from all over the globe fall prey to these journals (Shaghaei et al., 2018). Articles from predatory journals have even appeared on Google scholar.  Therefore, researchers at all levels must be familiar with how to identify these journals. There isn’t a single reliable list of predatory journals that can be looked up to verify if the research is credible. Currently, the only tool we have to avoid citing these predatory journals is experience. Generally, the more experience a researcher has, the more likely they will know most researchers in their field. Therefore, a good rule of thumb would be to use caution if there are no recognizable authors on the article. Another good way to avoid predatory journals is looking at the impact factor of the journal. Impact factors are calculated by how often articles in a journal are cited and predatory journals tend to have very low scores. Having said this, do not avoid citing articles in journals with low impact factors, as there can be other variables that affect a journal’s impact factor. Indeed, some very reputable journals have low impact factors relative to others but are considered important journals in their field e.g. American Journal of Physical Anthropology (AJPA) has an impact factor of 2.8 but is considered to be biological anthropology’s premier journal. 
Many biological researchers have grown despondent with the peer review system of scientific publication. For-profit publishers own the rights to articles that have been paid for by public money and reviewed by biological researchers on a voluntary basis. These articles are then put behind paywalls where researchers can only access them via expensive paid subscriptions. This has led to massive profits for publishing companies, without any money filtering back into research. As a result, many of the experienced reviewers are now refusing to do peer review work. At a time when journals are seeing a large quantity of manuscript submissions with a reduction of willing reviewers, the reviews fall to the less experienced researchers. Over time this could/will lead to the questioning of the entire process of peer review publication and the integrity of the articles it produces. This problem will eventually lead to peer reviewers being paid for their hard work but until then it is always good for researchers at all levels to be critical of every published article. This issue has even driven researchers to create a checklist that can be used to help identify questionable papers that may have slipped through the peer review process (Grey et al., 2020). 
An alternative method of disseminating research has grown in popularity over the years, the pre-print server (e.g. arXiv, BioRxiv, ChemRxiv, MedRxiv). An additional short coming of the peer review process (on top of the issues described above) is the length of time it takes to publish in a peer reviewed journal. For example, articles involving clinical trial data take an average of 3 years from data collection to publication (Welsh et al., 2018). Pre-print servers are online repositories where researchers can upload their non-peer reviewed manuscripts. Before being given public access on the server, these manuscripts are ‘screened’ by scientific volunteers for problems such as plagiarism and appropriate content. Manuscripts can then be immediately seen by everyone in the community and the authors can get immediate feedback without having to wait months/years being peer reviewed. Obviously, the downside of these pre-print servers is the lack of formal peer review by a journal. However, these pre-print servers can garner the power of the ‘hive mind’ of the internet which gives a chance for much needed critical feedback to the authors. This is a much more transparent process of ‘peer review’ relative to the more traditional peer review organized by each individual journal, where peer review is only seen by the authors, editors and reviewers of the journal. Additionally, to add more credibility (and transparency) to these uploaded manuscripts, BioRxiv has decided to allow independent review services (independent of journals) to post peer reviews of the manuscripts on the servers (Brainard, 2019). Independent review services such as Review Commons and Preprint Review, are groups of experts organized independently of a journal to give peer review to manuscripts on pre-print servers. This kind of transparency is far superior to the opaque nature of traditional peer review process as opacity allows reviewers to hide behind the anonymity of peer review, which results in many reviews being biased and nonobjective (Mavrogenis et al., 2020). This is the beginning of a complete overhaul of the scientific peer review process that may release it from the stranglehold of for-profit publication organizations. 
Open access journals have become popular in the last few years. This comes as no surprise as the community is moving towards open access knowledge. Open access journals solve the problem of accessing information, by removing the paywall. However, APC (article processing charges) for each article published normally runs in the thousands of dollars. This ‘prices out’ many researchers, especially in the developing world. This leads to only researchers associated with large grants able to afford to publish. Publications should display the best work, not just the work of the rich. 
Social media has had a surprisingly positive impact on research, especially Twitter. Communities of scientists are always updating their followers on the latest research they are doing. This has allowed other researchers to stay in touch with the most up to date science in their fields. Twitter also enables communication and collaboration between experienced and inexperienced researchers, opportunities that were once only possible through academic conferences e.g. (Taylor & Weigel, 2016). Twitter also allows scientists to demonstrate their up to date research with the public (Côté & Darling, 2018). Cutting out the middlemen (e.g. popular science magazine articles) between scientists and the public will decrease the chances of miscommunication e.g. (Boutron & Ravaud, 2018). When teaching a class, it is very important to let students know the importance of keeping up to date with current research. Students tend to happily use Twitter for this endeavor due to the popularity of the platform. There are some good examples of college research classes creating student led twitter accounts to communicate their research with other scientists and the general public (Gagnon, 2015; Oufiero, 2019). 
 In conclusion, information literacy needs to be embedded in college curriculum. Due to the complexity of information (good and bad) spreading at a lightening pace via the internet, information literacy training needs to begin at the freshman level. This begins with training in identifying good sources, reading good papers etc (e.g. Thompson & Blankinship, 2015).Information literacy, along with data management and statistical training, should be core skills taught at the undergraduate level. Without these skills, the current undergraduates will get lost in a sea of (mis)information. 
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Appendix A How to develop a good hypothesis (modified from Price et al., 2020)

Criteria for evaluating scientific hypotheses
This list is a set of guidelines for identifying interesting and publishable scientific questions. It takes the form of a set of questions, ranging from critical to trivial, you should ask yourself when formulating your hypotheses. Points in italics are specific to our project asking comparative evolutionary questions. 
Critical 
· Are your hypotheses and predictions testable?  i.e. are counter examples logically possible?

· Is there citable background information/context (previous studies or theory) to justify your question and explain your predictions?

· Replication – how many replicates do you need? In experimental systems you run the experiment several times – the exact number of replicates necessary to identify statistically significant trends depends on the study design. In our comparative phylogenetic framework we ideally need evolutionary replicates, which means checking that our character of interest e.g. locomotion differences in rodents, has evolved more than once in our group of interest. 

Feasibility
· Do you have the ability to collect the necessary data? Think about:
· Measurability – is the character well defined? e.g. Intelligence vs body weight.
· Availability – are data readily available? For example, you would not want do a broad study comparing the locomotion of obscure rodents that scientists have not been able to validate
· Accessibility – do you have access/rights to these data? 
· Comparability – if you are combining data from different sources, are they equivalent? 

· Do you have adequate time and resources to study this question?
· Be cognizant of scope and taxonomic scale
· Be aware that many broad scale questions require a lot of computational power to analyze the data. 

· Do the methods currently exist to answer your question? 

· Do you have an adequate sample size to identify statistically significant results?

· Are the data you will be using reliable? For example, species identifications on GenBank gene sequences may be incorrect at times. 

‘Publishability’
Knowing whether a project stands a good chance of being published in a scientific journal takes experience and relies a lot on knowledge of intangible issues concerning the degree of interest in the topic. In reality it also involves a degree of luck, as just 2-3 reviewers get to decide the fate of your paper at a journal although picking the right journal with editors that understand your research can ameliorate this issue. There are quite a few things you should think about that all contribute to the likelihood of getting your study published.
· Is it concise? Limit your question to a few, clear predictions as long rambling papers are hard to understand and hard to get published.
· Applications – to current issues in fisheries or climate change
· Predictive ability – do you generate lots of opportunities for new studies?
· Has this exact study been conducted before? Investigating previously investigated questions in novel groups, systems or using new methods, etc. is acceptable but a duplicated study will not get published. 
· Publishing norms emphasize novel, positive results. Does your study generate novel and interesting results regardless of whether the hypothesis is supported or rejected? This is the holy grail of hypotheses!
· Is your question sufficiently interesting?
· Who is your target audience? The scope of your topic will dictate interest level and determine your target journals for publication. Specific (specialized, smaller, lower impact journals) à General (integrative, bigger, higher impact journals).
· More novel questions may fill an important knowledge gap and hence be of wide interest. However, if you fail to justify your novel question based on existing work people will struggle to put it into context and will likely reject it. 
· Are your species charismatic? For example, the general public would be more interested in a study on giant rodents compared to a house mouse. However, people who study myomorphs would likely read your mouse study.
· Controversial questions can be good or bad depending on the question and your findings.

























Appendix B How to choose the correct statistical test (adapted from OCR resources, UK). 
Select and use a statistical test
Tutorials
Learners may be tested on their ability to select and use:
the chi squared test () to test the significance of the difference between observed and expected results
the Student’s t-test/ unpaired t-test
the Paired t-test
the Spearman’s rank correlation coefficient.
Statistical tests
Choosing and using statistical tests can seem daunting at first, but they are very useful tools for analysing data. In simple terms each type of statistical test has one purpose: to determine the probability that your results could have occurred by chance as opposed to representing a real biological effect. 
Why do we need statistical tests? As scientists we are interested in finding results that apply as general rules. For example, on average are students in Year 10 taller than students in Year 9? The best and most complete way to do this would be to find every single student across the whole country that is currently in Years 9 or 10 at school and measure every single one. In reality we cannot collect data from every school in the country, it would just take too long. Therefore in this example, and with all experiments, we collect data from a small subset of the population instead (this is our sample). From the sample data (e.g. all of Year 9 and 10 in one school) we infer things about the population as a whole. 
Statistical tests allow us to make quantitative statements about the inferences we have made. We can put a number on how confident we are that our conclusion about the whole population is correct based on the sample we have taken. 
We will cover four types of statistical test: the chi squared test, the Spearman’s rank correlation, the Student’s t-test / unpaired t-test, the paired t-test. 
The choice of which statistical tests we use on our data depends on the question being asked. So always look at your data and ask yourself whether you can say yes to these questions – the one that fits best tells you which statistical test to perform.
1) Am I looking at frequencies, and whether my observations differ from expected values? For example – count the number of red, purple and white flowers that come from a genetic cross of two purple flowers where I expect a ratio of 1:2:1
2) Test – chi squared test

3) Am I looking at the relationship between two variables? 
For example – ice-cream consumption and blood sugar levels, to see if people who eat a lot of ice-cream have higher blood sugar. 
Test – Spearman’s rank correlation 
4) Am I looking at the whether there is a difference in the means between two separate/independent groups? 
For example – measuring the heights of men and women to see if there is a difference in the average height by gender
Test – Student’s t-test/ unpaired t-test
5) Am I looking at whether there is a difference in the mean between the same group before and after a change? 
For example – measuring the cholesterol levels in people before and after switching to a vegetarian diet to see if there is an effect on cholesterol of this dietary change
Test – Paired t-test
Which of the four tests is most appropriate for answering the example question we had earlier: ‘on average are students in Year 10 taller than students in Year 9?’?
Hypotheses
Statistical tests allow us to test hypotheses about relationships. With every statistical test we generate two competing propositions: 
the null hypothesis (H0)
the alternative (H1)
The alternative hypothesis comes from your idea that a particular effect will be present, while the null is simply the opposite, that the effect is absent. 
Taking our previous example of height and year group we can generate the following hypotheses:
H1 : Students in Year 10 are taller on average than students in Year 9
H0 : On average students in Year 10 do not differ in height from students in Year 9
The reason we have a null hypothesis is because we cannot prove experimental hypotheses but we can reject dis-proven hypotheses.  This can be quite confusing but, simply put, it is easier to dis-prove a theory than prove one. If our data gives us the confidence to reject the null hypothesis then this provides support for our alternative hypothesis, but it does not prove it. 
Similarly if our statistical test shows no significant effect, we refer to this as failing to reject the null hypothesis. This is the statistics equivalent of using “not guilty” rather than “innocent” in a court verdict; we have not provided the evidence to reject the null hypothesis at this time but it doesn’t preclude changing our minds if more evidence comes to light at a later date. 
Student’s t-test / unpaired t-test
This is the best test for looking at average differences between independent groups. So this is the test we would use to compare, for example, the average height of children in Year 9 and the average height of children in Year 10. We would take a sample from each of the year groups (one Year 9 class and one Year 10 class) and measure the variable we’re investigating (height) for all the individuals in each sample. Then, on the basis of these measurements, we use the Student’s t-test to say whether we can be reasonably confident that there really is a difference in the mean height of all Year 9 children compared to all Year 10 children.
	Year 9
	Year 10

	Name
	Height (cm)
	Name
	Height (cm)

	Connor
	170
	Mick
	178

	Tristan
	181
	Keith
	174

	James
	178
	Charlie
	173

	Brad
	170
	Ronnie
	175

	Alana
	174
	Danielle
	178

	Este
	180
	Taylor
	178

	Tegan
	157
	Jenny
	174

	Sara
	157
	Gemma
	163

	Mean
	170.9
	Mean
	174.1

	Standard deviation
	9.5
	Standard deviation
	4.9



You can see that the means of our two sample groups are different. 
	Mean
	170.9
	Mean
	174.1



No-one can say there is no difference there. 
But we are not interested in the samples. We are interested in using the data from our samples to say things (with confidence) about the whole population (in this case all of year 9 and all of year 10). The important thing for us to find out, therefore, is whether the difference we see between the sample means is significant – is it big enough (given the size of the sample and how much variation we see in the data) for us to be confident that it reflects a real difference between the two year groups rather than just chance variations in the samples we happen to have picked?
Our null hypothesis is that there is no significant difference between the heights of Year 9 and Year 10 children. If this is true the difference between the sample means is not because there is really any difference between the means for all Year 9s and all Year 10s. It just arose by chance in the particular samples we took. The difference we see in our samples is not big enough to make us confident in saying that the two year groups really are different. We would say that there is ‘not a significant difference’.
The alternative hypothesis is that the there is a significant difference in height between the two whole year groups. In order to reject the null hypothesis we need to identify a ‘significant difference’ between the sample means. The difference is big enough that we can be confident it is telling us there is a real difference between the year groups. We can make a statement such as “on average the students in Year 10 are taller than students in Year 9”. 
The statistical test allows us to find out whether we can confidently reject the null hypothesis.
The Student’s t-test formula is as follows: 

           
The modulus sign (vertical lines) in the numerator tells us to ignore any minus sign once we have subtracted one mean from the other
Subscript A and B refer to the two groups – Year 9 and Year 10.
  refers to the mean, so that A is the group mean of the Year 9 class
S is the standard deviation
n is the sample size

So that
t =  
t = 0.4
To understand what this means we must look up the value in the Student’s t-test significance tables. 
First calculate the degrees of freedom (df) which is n-1 for each group:
(8-1)+(8-1) = 14
At 14 df the value of t = 0.4 is below the threshold of t = 2.15 which is the threshold at which we consider the difference to be significant
There is no significant difference between the height of students in Year 9 and Year 10 in our dataset. 
Therefore we state that we have failed to reject the null hypothesis
This does not mean that we have proved that the mean height of Year 9 and Year 10 children is the same. It means that we have failed to show a significant difference based on the data we have gathered. Perhaps there really is no difference, or perhaps there really is a difference but our samples failed to show it (which could be for many reasons but most obviously it could simply be that the samples were not large enough).
Assumptions
When performing a Student’s t-test the following things are assumed about the data in order to trust the test result. 
We have two independent groups
For each group we have taken an unbiased sample and measured the same variable
The variable is continuous
The continuous variable is normally distributed for each group
Each group has approximately equal variances (i.e. similar standard deviations) for this variable
The sample sizes are roughly equal
Paired t-test
When looking for differences between means in two groups we use a t-test. If the two groups are independent of each other we use the unpaired version of this test. However, if the two groups come as related pairs we can use the paired t-test, allowing us to identify quite subtle but significant differences that might be missed with the unpaired test. It is essential to understand that the pairing must be done according to some genuine relationship between the members of each pair and must always be done based on that relationship not based on the data gathered.
For example if we measure a variable such as systolic blood pressure in a set of patients on Monday and then measure the same variable in the same set of patients on Tuesday we have two groups (patients on Monday and patients on Tuesday) and there is a natural pairing across these two groups (data on patient A on Monday will obviously be paired with data on the same patient the next day). This is a prime example where using the paired t-test is appropriate.

But beware! You might think that the following scenario would also allow analysis by the paired t-test but it would not: 
We measure systolic blood pressure in two groups of ten patients. 
We then rank the data in each group from highest to lowest. 
Now can we pair up the highest in each group, then pair up second highest and so on? No! This is pairing after data gathering and is using the data itself to guide the pairing. Using a paired t-test in this case could easily lead us to mistakenly identify a significant difference where none exists.
As an example we will use the paired t-test to compare the mean difference in shell size of the same hermit crabs, before and after they are given the opportunity to swap out their shells for one of a range of others. These are measurements on 15 individual crabs measured twice (before and after shell swapping) . 
	Hermit crab
	Shell size before shell swapping (mm)
	Shell size after shell swapping (mm)
	Difference
d
	How far is difference from mean difference?
(d-)
	(d-)2

	1
	8
	8
	0
	-2.2
	4.84

	2
	10
	12
	2
	-0.2
	0.04

	3
	5
	7
	2
	-0.2
	0.04

	4
	6
	8
	2
	-0.2
	0.04

	5
	4
	5
	1
	-1.2
	1.44

	6
	7
	11
	4
	1.8
	3.24

	7
	9
	10
	1
	-1.2
	1.44

	8
	11
	13
	2
	-0.2
	0.04

	9
	13
	13
	0
	-2.2
	4.84

	10
	15
	14
	-1
	-3.2
	10.24

	11
	8
	11
	3
	0.8
	0.64

	12
	9
	14
	5
	2.8
	7.84

	13
	7
	15
	8
	5.8
	33.64

	14
	9
	10
	1
	-1.2
	1.44

	15
	11
	14
	3
	0.8
	0.64

	
	
	Total
	33
	
	70.4



= Mean difference = 33/15 = 2.2
Calculate for each hermit crab how far the difference in shell sizes is from the mean difference. Square these numbers and add them up to find the total = 70.4

From this we can calculate the standard deviation of the difference 
 = 2.24

The paired t-test is as follows:
[image: ]=  = 3.8
Now we need to see whether this value of t is large enough for us to reject our null hypothesis. We can refer to a critical values table, picking the entry for our desired confidence level (95% or p=0.05) and the correct degrees of freedom. In a paired t-test the number of degrees of freedom is n-1.
15 individuals were used so n-1 = 14
The critical value at p = 0.05 for 14 degrees of freedom is 2.15
3.8 > 2.15 so our t value is greater than the critical value and we can reject the null hypothesis that there is no significant change in average shell size after being given the opportunity to swap shells. Giving hermit crabs the option to change their shells does have an effect on average shell size.


Assumptions
When performing a paired t-test the following things are assumed about the data in order to trust the test result. 
We have two groups with some dependency or relationship between specific pairs (one from one group one from the other) (e.g. same subjects measured before and after)
We have taken an unbiased sample of these pairs and measured the same variable
The variable is continuous
The continuous variable is normally distributed for each group with the same variance
Spearman’s rank correlation coefficient
If we have data on two variables for a set of items and we want to see if these variables are related we can test them for correlation. Correlation comes in two forms:
Positive correlation – as one variable increases in value, so does the other
Negative correlation – as one variable increases in value, the other decreases in value
As an example we will use the Spearman’s rank correlation coefficient to comment on the relationship between the size of a locust and the length of its wings. So in this example the set of items is the locusts in our sample and the two variables we are looking at for each locust are body length and wing length.
When we use the Spearman’s rank coefficient to calculate a correlation, we first have to rank the data for each of the variables.
	Locust
	Body length x (mm)
	Wing length y (mm)
	Rank x
	Rank y
	d
	d2

	1
	15
	7
	9
	10
	-1
	1

	2
	10
	6
	10
	9
	1
	1

	3
	80
	32
	1
	1
	0
	0

	4
	45
	23
	6
	5
	1
	1

	5
	53
	19
	5
	6.5
	-1.5
	2.25

	6
	62
	29
	2
	2
	0
	0

	7
	35
	18
	8
	8
	0
	0

	8
	41
	19
	7
	6.5
	0.5
	0.25

	9
	58
	28
	4
	3
	1
	1

	10
	61
	27
	3
	4
	-1
	1



If two equal values appear e.g. for Rank y at rank 6, then both are given the rank 6.5 (halfway between rank 6 & 7) and no values are given rank 6 or 7. 
Next we calculate the difference between the ranks = d  and then square this = d2
Then we find the sum of all the d2 values
∑d2 = 1+1+0+1+2.25+0+0+0.25+1+1 = 7.5
Now we can calculate the correlation coefficient using the formula:


An rs value of +1 shows perfect positive correlation
An rs value of -1 shows perfect negative correlation
An rs value of 0 shows no correlation
To find out whether the rs value we have calculated is sufficient evidence to reject our null hypothesis we need to refer to the critical values table. Some versions of this table have entries listed according to n, the number of items (locusts in this case, n = 10). Some versions have entries listed by degrees of freedom.
The number of degrees of freedom is:
d.f. = n - 2 = 8
The critical value for the Spearman’s rank correlation coefficient for  n = 10 or df = 8 at p=0.05 is 0.6485
Our calculated value for rs is therefore greater than the critical value
0.8661>0.6485
Therefore we can reject the null hypothesis that there is no significant correlation between locust body size and wing size. We can accept the alternative hypothesis that there is a significant correlation between locust body size and wing size. 
Our rs is positive (+0.8661), therefore we have positive correlation: as the size of a locust increases there is a tendency for its wing length to increase. 
Remember - correlation does not equal causation – we have shown that these two variables tend to change together, but we have not shown that there is a cause and effect.


Assumptions
When performing a Spearman’s rank correlation the following things are assumed about the data in order to trust the test result:
We have a set of items and we have data on the same two variables from every one of those items
Both variables are ordinal (i.e. they can be placed in order (ranked)) or a measurement. 
We also assume that there are few (or no) tied ranks. In cases where there are many ties we can correct for this by using a slightly different formula but that is beyond the scope of the A Level Biology maths requirements.
The chi squared test
When we want to look at distributions of frequencies and whether they differ from expected values we can use the chi squared (χ2) test. Our expected frequencies can be based on previous observations from experiments, or simply an expectation that there should be equal proportions in each category. 
For example, we cross two flowers with pink petals – we know that both of these plants are heterozygotes and they carry two co-dominant alleles, one for red petals and one for white petals. We then count the frequency of offspring that develop with either red, white or pink petals. 
Our hypothesis is that any differences in the observed numbers of offspring with white, red and pink petals from the expected numbers are due to chance. The null hypothesis is that there is no significant differences between the observed numbers of offspring with white, red and pink petals from the expected numbers. The alternative hypothesis would be that there is a significant difference between the observed numbers of offspring with white, red and pink petals from the expected numbers 
We start by working out what our expected frequencies should be. A Punnett square is a good way to do this. In the table below the alleles present in the parental gametes are shown and then, within the outlined section, the four equally likely outcomes of each fertilisation event, giving the alleles present in the offspring and the resulting appearance 
	
	
	Parental gamete alleles

	
	
	Red
	White

	Parental gamete alleles
	Red
	Red/Red
Red
	Red/White
Pink

	
	White
	Red/White
Pink
	White/White
White



From this simple table we can see that we expect to see frequencies in the offspring of White:Red:Pink petals at a ratio of 1:1:2. 
Let’s say we count a total of 160 offspring from the cross, we can therefore calculate the expected numbers of white, red and pink petals – let’s compare that to the observed numbers in the table below
	
	Expected
	Observed

	White
	40
	28

	Red
	40
	46

	Pink
	80
	86


Is there a significant difference between the expected and observed frequencies? 

The χ2 value is calculated as follows: 
f0 = observed frequencies
fe  = expected frequencies
χ2 = 
Once again we must look up this value in the appropriate statistics data table and compare it to the critical value at the appropriate degrees of freedom. 
There are 3 offspring types – red, white and pink, so n = 3
Therefore degrees of freedom = n-1 = 2
On the χ2 table the critical value where p = 0.05 and df = 2 is 7.81
4.95 < 7.81 therefore our χ2 value does not reach the critical value for significance at 2 degrees of freedom. 
Therefore we cannot reject the null hypothesis: that there is no significant differences between the observed numbers of offspring with white, red and pink petals from the expected numbers . 
Assumptions
When performing a Chi-squared test the following things are assumed about the data in order to trust the test result. 
There is a minimum sample size for performing the chi squared test – this is indicated by each expected value in a cell being >5
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Appendix C- Identifying key words (from Indiana University library)
 Identifying Keywords
A keyword expresses a central concept or idea about a topic. When you search Google, you are keyword searching.
To Identify Keywords:
Identify the major concepts of your topic. Then develop keywords related to the major concepts of your topic.
Databases can be picky about search terms. Identify synonyms for your concept, and consider the words most likely to be used in the database.
Example: the environmental consequences of fracking
Concept 1: Fracking	Concept 2: Environmental consequences
Keywords:	              Keywords:
Fracking	                               Environment
Hydraulic fracking		  Pollution Natural gas drilling                             				  Global Warming
*NOTE*-When searching library resources (e.g., databases, library catalog), you may need to be more selective with keywords.
Tips For Using Effective Keywords
Use Subjects to Identify Keyword
A search for fracking environment:
Select relevant terms to refine your results.
Concision: Begin with only 2-3 terms. Avoid long phrases. (The more terms you enter, the fewer results you’ll get.)
Synonyms:
If your first term doesn’t work, try a synonym or a broader term.
Example: environment instead of environmental consequences
Database Search Results:
Do a quick database search. View the search results page to identify relevant terms.
Titles and article abstracts (summaries) include helpful terms.

Most databases list subject terms. Subject terms show how a database organizes records: they can help you locate more items on that topic and related topics.
Background Research:
Do some quick background research. Note terms that are often used to discuss the topic.


(Reference sources like Wikipedia or the library databases Ency- clopedia Britannica and Credo Reference offer overviews of many topics. Of course, remember to evaluate information in Wikipedia with particular care.)
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