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Preface

This textbook is a labor of love, and a true collaborative effort. The four of us have put much effort into creating this book. Most chapters are based on someone else’s open educational resource logic book; some are lightly edited, mainly for formatting and accessibility, but most have been more heavily edited, rewritten, and expanded, to be more in line with how we wanted to teach the material. (Chapter 10 is entirely original to us).

### For logic teachers considering adopting or adapting this book:

For each chapter, I have tried to eliminate any reference to other chapters in the book (“As we learned in Chapter 3 …” for example), as well as internal references by chapter number (so sections are numbered I, II, III, etc., instead of 3.1, 3.2, 3.3). This is so other adopters and adapters of some or all of the material can easily teach the material in any order they wish, or combine it with chapters from other OER textbooks – all you should need to change is where it declares the chapter number at the beginning. One exception is the Introduction, below, which provides an overview of the chapters in this book.

There should be enough flexibility here to choose what kind of course you want to teach; do you want your course to be more deductive-heavy? More inductive? Do you want to teach Venn diagrams, natural deduction, both, neither? The four of us are teaching different portions of the book, and in different orders.

You’ll notice there is no chapter on truth tables. This is for accessibility reasons. Screen readers fail entirely when trying to read symbolic logic formulae, so with translations and natural deduction, I’ve turned the formulae into images and included alt-text that tells the screen reader how to read it. I couldn’t for the life of me figure out how to make truth tables accessible to the visually impaired, so I dropped it. I’ve found that moving from translations and truth conditions directly to natural deduction worked in the classroom much better than I thought it would. Of course, there are plenty of OER books that have chapters on truth tables if you’d like to insert that material.

The book is copyrighted under a creative commons license, CC BY-NC-SA, which means you are free to use, adapt, remix, build upon the material in any way you wish, so long as you include attribution to the creators, it will only be used for non-commercial purposes, and any adaptation you produce is licensed the same way.
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# Introduction

Congratulations, you are enrolled in a course that has been taught for nearly twenty-five hundred years! We study how to reason correctly: when our evidence justifies our conclusions and how to detect liars and cheats. The curriculum dates to philosophers such as Aristotle, who worked in the Greek city of Athens. Traditionally, Critical Thinking is thought of as the foundation of a well-rounded education.

Critical Thinking used to be called ‘logic,’ but owing to twentieth-century developments, the field grew increasingly technical, and it now makes more sense to teach classical logic as Critical Thinking. Critical Thinking is described as the ‘Art of Arts’ because no matter what you do with your life, Critical Thinking helps you to do it better. Physics, law, customer service, mixed martial arts, theatre, parenting, take your pick – knowing how to think through issues, support conclusions with evidence, and call out bad reasoning is vital, especially in our toxic, social-media landscape that is littered with lies and bad arguments. Chapters one and two offer an overview of Critical Thinking with attention to when conclusions are guaranteed or merely probable. Chapters three, four, five, and six show how to clarify and evaluate what is really going on when someone asks you to believe something based on the reasons that they give. In chapter seven, we study common tricks (fallacies) designed to make bad arguments look good. Chapters eight, nine, ten, and eleven pursue these themes as they play out in scientific and ordinary (day-to-day) decision making.

Some closing notes: Aristotle is often credited with creating logic. At best, this is only partially true, and only as regards the particular tradition that we’ll study. Aristotle worked out of the Academy, an ancient thinktank of sorts, founded in the fourth-century BCE by the philosopher Plato (and named after the Greek Olympic victor Academus). We owe to this school developments in fields such as geometry, astronomy, physics and politics. Aristotle did not work alone. In particular, Academicians (those working at the Academy) focused on mathematics. It is likely that the Greek mathematical tradition borrowed from ancient Egypt and Mesopotamia. Around the sixth-century BCE, Greek thinkers grow increasingly interested in mathematics as an instance of ‘best-case’ reasoning, applying it to fields such as physics (they gave us the term ‘Atom’ for the smallest, indestructible particle of matter). By way of example, consider the Pythagorean theorem that many of us had to memorize in high school (fun fact, Pythagoras, who lived in the sixth-century BCE, didn’t create the theorem; we find it in Babylonian and Indian works that predate him by centuries). The point is, mathematics is generally presented as a way to arrive at certainty. As Greek thinkers worked to employ mathematical-type reasoning better to understand the world, it is unsurprising that Aristotle and others sought to incorporate mathematical precision into argumentation, i.e., the process of discovering things by thinking carefully about our evidence. Consider this example developed from Aristotle’s work:

Socrates is human.

Humans are mortal.

Therefore, Socrates is mortal.

If the premises are true, the conclusion is guaranteed. Critical Thinking discovered lots of methods to arrive at necessary and probable conclusions. Add in ways to figure out when an argument is bad and how to call out people trying to fool you (or to discover when honestly intended reasoning is simply mistaken) and you have a powerful set of tools called the ‘Art of Arts’ for good reason.

Finally, we should not think that logic is a Western invention. First of all, we have lost lots of writings that predate the Academy, and it would be silly to think that no one except the Greeks ever thought about this stuff. Secondly, and more to the point, we find writings on logic in the ancient Chinese Mohist canon (dating to the fifth-century BCE) and Indian, fourth-century BCE Nyaya, Vaisheshika and Nagarjuna thought. So, the Greeks didn’t create logic. Their contributions and those of thinkers in the Greek tradition are numerous and important, but they weren’t the only civilization reasoning along these lines.

# Chapter 1: What Is Logic?[[1]](#footnote-1)

## I. Arguments, Premises, Conclusion

Logic is a part of the study of human reason, the ability we have to think abstractly, solve problems, explain the things that we know, and infer new knowledge on the basis of evidence. Traditionally, logic has focused on the last of these items, the ability to make inferences on the basis of evidence. This is an activity you engage in every day. In logic, we don’t use the word “argument” just to refer to two people disagreeing. We use “argument” to refer to the attempt to show that certain evidence supports a conclusion.

A logical argument is structured to give someone a reason to believe some conclusion. Here is an argument about a game of Clue written out in a way that shows its structure.

In a game of Clue, the possible murder weapons are the knife, the candlestick, the revolver, the rope, the lead pipe, and the wrench.

The murder weapon was not the knife.

The murder weapon was also not the revolver, the rope, the lead pipe, or the wrench.

Therefore, the murder weapon was the candlestick.

In the argument above, the first three statements are the evidence. We call these the **premises**. The word “therefore” indicates that the final statement (written below the line) is the **conclusion** of the argument. If you believe the premises, then the argument provides you with a reason to believe the conclusion.

We can define **logic** then more precisely as the part of the study of reasoning that focuses on argument. In more casual situations, we will follow ordinary practice and use the word “logic” to either refer to the business of studying human reason or the thing being studied, that is, human reasoning itself. While logic focuses on argument, other disciplines, like decision theory and cognitive science, deal with other aspects of human reasoning, like abstract thinking and problem solving more generally.

Logic, as the study of argument, has been pursued for thousands of years by people from civilizations all over the globe. The initial motivation for studying logic is generally practical. Given that we use arguments and make inferences all the time, it only makes sense that we would want to learn to do these things better. Once people begin to study logic, however, they quickly realize that it is a fascinating topic in its own right. Thus the study of logic quickly moves from being a practical business to a theoretical endeavor people pursue for its own sake.

In order to study reasoning, we have to apply our ability to reason to our reason itself. This reasoning about reasoning is called **metareasoning**. It is part of a more general set of processes called **metacognition**, which is just any kind of thinking about thinking. When we are pursuing logic as a practical discipline, one important part of metacognition will be awareness of your own thinking, especially its weakness and biases, as it is occurring. More theoretical metacognition will be about attempting to understand the structure of thought itself.

Whether we are pursuing logic for practical or theoretical reasons, our focus is on argument. The key to studying argument is to set aside the subject being argued about and to *focus on the way it is argued for*. The above example was about a game of Clue. However, the kind of reasoning used in that example was just the process of elimination. The process of elimination can be applied to any subject. Suppose a group of friends is deciding which restaurant to eat at, and there are six restaurants in town. If you could rule out five of the possibilities, you would use an argument just like the one above to decide where to eat.

Because logic sets aside what an argument is about, and just looks at how it works rationally, logic is said to have ***content neutrality***. If we say an argument is good, then the same kind of argument applied to a different topic will also be good. If we say an argument is good for solving murders, we will also say that the same kind of argument is good for deciding where to eat, what kind of disease is destroying your crops, or who to vote for.

When logic is studied for theoretical reasons, it typically is pursued as formal logic. In formal logic we get content neutrality by replacing parts of the argument we are studying with abstract symbols. For instance, we could turn the argument above into a formal argument like this:

There are six possibilities: A, B, C, D, E, and F.

A is false.

B, D, E, and F are also false.

Therefore, the correct answer is C.

Here we have replaced the concrete possibilities in the first argument with abstract letters that could stand for anything. This lets us see the ***formal structure*** of the argument, which is why it works in any domain you can think of. In fact, we can think of formal logic as the method for studying argument that uses abstract notation to identify the formal structure of argument.

Formal logic is closely allied with mathematics, and studying formal logic often has the sort of puzzle-solving character one associates with mathematics. You will see this when we get to the chapters on formal logic.

When logic is studied for practical reasons, it is typically called **critical thinking**. We will define critical thinking narrowly as **the use of metareasoning to improve our reasoning in practical situations.** Sometimes we will use the term “critical thinking” more broadly to refer to the results of this effort at self-improvement. You are “thinking critically” when you reason in a way that has been sharpened by reflection and metareasoning. A critical thinker is someone who has both sharpened their reasoning abilities using metareasoning, and deploys those sharpened abilities in real world situations.

Critical thinking is generally pursued as informal logic, rather than formal logic. This means that we will keep arguments in ordinary language and draw extensively on your knowledge of the world to evaluate them. In contrast to the clarity and rigor of formal logic, informal logic is suffused with ambiguity and vagueness. There are problems with multiple correct answers, and problems where reasonable people can disagree with what the correct answer is. This is because you will be dealing with reasoning in the real world, which is messy.

Our main goal in studying arguments is to separate the good ones from the bad ones. The argument about Clue we saw earlier is a good one, based on the process of elimination. It is good because, if I’ve got all the premises right, the conclusion will also be right.

### Statements

So far we have defined logic as the study of argument and outlined its relationship to related fields. To go any further, we are going to need a more precise definition of what exactly an argument is. We have said that an argument is not simply two people disagreeing; it is an attempt to prove something using evidence. More specifically**,** anargument is composed of statements intended to support a conclusion. In logic, we define a **statement** as *a unit of language (typically a sentence) that can be true or false*. The idea that statement is a sentence that can be true or false is also captured by saying that every statement has a *truth value*. “All cats are dogs,” is a sentence whose truth value is *false*. “All cats are animals,” is a sentence whose truth value is *true.* All of the items below are statements.

(a) Tyrannosaurus rex went extinct 65 million years ago.

(b) Tyrannosaurus rex went extinct last week.

(c) On this exact spot, 100 million years ago, a T. rex laid a clutch of eggs.

(d) George W. Bush is the king of Jupiter.

(e) Murder is wrong.

(f) Abortion is murder.

(g) Abortion is a woman’s right.

(h) Lady Gaga is pretty.

(i) Murder is the unjustified killing of a person.

(j) The slithy toves did gyre and gimble in the wabe.

(k) The murder of logician Richard Montague was never solved.

Because a statement is something that has a truth value, statements include truths like (a) and falsehoods like (b). A statement can also be something that that must either be true or false, but we don’t know which, like (c). A statement can be something that is completely silly, like (d). Statements in logic include statements about morality, like (e), and things that in other contexts might be called “opinions,” like (f) and (g). People disagree strongly about whether (f) or (g) are true, but it is definitely possible for one of them to be true. The same is true about (h), although it is a less important issue than (f) and (g). A statement in logic can also simply give a definition, like (i). This sort of statement announces that we plan to use words a certain way, which is different from statements that describe the world, like (a), or statements about morality, like (f). Statements can include nonsense words like (j), because we don’t really need to know what the statement is about to see that it is the sort of thing that can be true or false. All of this relates back to the content neutrality of logic. The statements we study can be about dinosaurs, abortion, Lady Gaga, and even the history of logic itself, as in statement (k), which is true.

We are treating statements primarily as units of language or strings of symbols, and most of the time the statements you will be working with will just be words printed on a page. However, it is important to remember that statements are also what philosophers call “speech acts.” They are actions people take when they speak (or write). If someone makes a statement, they are typically telling other people that they believe the statement to be true, and will back it up with evidence if asked to. When people make statements, they always do it in a context—they make statements at a place and a time with an audience. Often the context in which statements are made will be important for us, so when we give examples, statements, or arguments, we will sometimes include a description of the context. When we do that, we will give the context in italics. For example:

The Earth is 4.5 billion years old.

*Susan is arguing with a young-earth creationist.* The Earth is 4.5 billion years old.

*From a college-level textbook.* The Earth is 4.5 billion years old.

In each of these, “The Earth is 4.5 billion years old” is the statement. The sentences in italics are our inclusion of the context in which each statement was made.

The word ‘statements’ in this text does not include questions, commands, exclamations, or sentence fragments. Someone who asks a question like “Does the grass need to be mowed?” is typically not claiming that anything is true or false. Generally, questions will not count as statements, but answers will. “What is this course about?” is not a statement. “No one knows what this course is about,” is a statement.

For the same reason commands do not count as statements for us. If someone bellows “Mow the grass, now!” they are not saying whether the grass has been mowed or not. You might infer that they believe the lawn has not been mowed, but then again maybe they think the lawn is fine and just want to see you exercise.

An exclamation like “Ouch!” is also neither true nor false. On its own, it is not a statement. We will treat “Ouch, I hurt my toe!” as meaning the same thing as “I hurt my toe.” The “ouch” does not add anything that could be true or false.

Finally, a lot of possible strings of words will fail to qualify as statements simply because they don’t form a complete sentence. In your composition classes, these were probably referred to as sentence fragments. This includes strings of words that are parts of sentences, such as noun phrases like “The tall man with the hat” and verb phrases, like “ran down the hall.” Phrases like these are missing something they need to make a claim about the world. The class of sentence fragments also includes completely random combinations of words, like “The up if blender route,” which doesn’t even have the form of a statement about the world.

When we study argument, we need to express things as statements, because arguments are composed of statements. Thus, if we encounter a rhetorical question while examining an argument, we need to convert it into a statement. “Don’t you think the lawn needs to be mowed?” will become “The lawn needs to be mowed.” Similarly, commands will become ‘should’ statements. “Mow the lawn, now!” will need to be transformed into “You should mow the lawn.”

The latter kind of change will be important in critical thinking, because critical thinking often studies arguments whose goal is to an get audience to do something. These are called practical arguments. Most advertising and political speech consists of practical arguments, and these are crucial topics for critical thinking.

### Arguments

Once we have a collection of statements, we can use them to build arguments. **An argument is a connected series of statements, one or more of which is designed to provide support for another statement.** Let’s start with an example of an argument given to an external audience. This passage is from an essay by Peter Singer called “Famine, Affluence, and Morality” in which he tries to convince people in rich nations that they need to do more to help people in poor nations who are experiencing famine.

*A contemporary philosopher writing in an academic journal*. If it is in our power to prevent something bad from happening, without thereby sacrificing anything of comparable moral importance, we ought, morally, to do so. Famine is something bad, and it can be prevented without sacrificing anything of comparable moral importance. So, we ought to prevent famine.[[2]](#footnote-2)

Singer wants his readers to work to prevent famine. This is represented by the last statement of the passage, “we ought to prevent famine,” which is called the conclusion of the passage. The **conclusion** of an argument is the statement that the argument is trying to convince the audience of. The statements that do the convincing are called the **premises**. In this case, the argument has three premises: (1) “If it is in our power to prevent something bad from happening, without thereby sacrificing anything of comparable moral importance, we ought, morally, to do so,” (2) “Famine is something bad,” and (3) “It can be prevented without sacrificing anything of comparable moral importance.”

Now let’s look at an example of internal reasoning.

*Jack arrives at the track, in bad weather.* There is no one here. I guess the race is not happening.

In the passage above, the words in italics explain the context for the reasoning, and the words in regular type represent what Jack is actually thinking to himself. This passage again has a premise and a conclusion. The premise is that no one is at the track, and the conclusion is that the race was canceled. The context gives another reason why Jack might believe the race has been canceled: the weather is bad. You could view this as another premise—it is very likely a reason Jack has come to believe that the race is canceled. In general, when you are looking at people’s internal reasoning, it is often hard to determine what is actually working as a premise and what is just working in the background of their unconscious.

When people give arguments to each other, they typically use words like “therefore” and “because.” These are meant to signal to the audience that what is coming is either a premise or a conclusion in an argument. Words and phrases like “because” signal that a premise is coming, so we call these premise indicators. Similarly, words and phrases like “therefore” signal a conclusion and are called conclusion indicators. The argument from Peter Singer uses the conclusion indicator word, “so.” Here is an incomplete list of indicator words and phrases in English.

**Premise Indicators:**

because, as, for, since, given that, for the reason that, may be inferred from, owing to, is evidenced by

**Conclusion indicators:**

therefore, thus, hence, so, consequently, it follows that, in conclusion, as a result, it must be the case, accordingly, this implies that, this entails that, we may infer that

The two passages we have looked at in this section so far have been simply presented as quotations. But often it is extremely useful to rewrite arguments in a way that makes their logical structure clear. One way to do this is to use something called “canonical form.” An argument written in canonical form has each premise numbered and written on a separate line. Indicator words and other unnecessary material should be removed from the premises. Although you can shorten the premises and conclusion, you need to be sure to keep them all complete sentences with the same meaning, so that they can be true or false. The argument from Peter Singer, above, looks like this in canonical form:

If we can stop something bad from happening, without sacrificing anything of comparable moral importance, we ought to do so.

Famine is something bad.

Famine can be prevented without sacrificing anything of comparable moral importance.

We ought to prevent famine.[[3]](#footnote-3)

Each premise has been written on its own line; the conclusion is written last below the line. The statements have been paraphrased slightly for brevity, and the indicator word “so” has been removed. Also notice that the “it” in the third premise has been replaced by the word “famine,” so that statements reads naturally on its own.

Similarly, we can rewrite the argument Jack gives at the racetrack, like this:

There is no one at the race track.

The race is not happening.

Notice that we did not include anything from the part of the passage in italics. The italics represent the context, not the argument itself. Also, notice that the “I guess” has been removed. When we write things out in canonical form, we write the content of the statements, and ignore information about the speaker’s mental state, like “I believe” or “I guess.”

One of the first things you have to learn to do in logic is to identify arguments and rewrite them in canonical form. This is a foundational skill for everything else we will be doing in this text, so we are going to go over an example here, and there will be more in the exercises. The passage below is paraphrased from the ancient Greek philosopher Aristotle.

*An ancient philosopher, writing for his students*. Again, our observations of the stars make it evident that the earth is round. For quite a small change of position to south or north causes a manifest alteration in the stars which are overhead.[[4]](#footnote-4)

The first thing we need to do to put this argument in canonical form is to identify the conclusion. The indicator words are frequently the best way to do this. The phrase “make it evident that” is a conclusion indicator phrase. He is saying that everything else is evidence for what follows. So we know that the conclusion is that the earth is round. “For” is a premise indicator word—it is sort of a weaker version of “because.” Thus the premise is that the stars in the sky change if you move north or south. In canonical form, Aristotle’s argument that the earth is round looks like this.

There are different stars overhead in the northern and southern parts of the earth.

The earth is spherical in shape.

*The ultimate test of whether something is an argument* is simply whether some of the statements provide reason to believe another one of the statements. If some statements support others, you are looking at an argument. The speakers in these two cases use indicator phrases to let you know they are trying to give an argument.

A final bit of terminology for this section. An **inference** is the act of coming to believe a conclusion on the basis of some set of premises. When Jack in the example above saw that no one was at the track, and came to believe that the race was not on, he was making an inference. We also use the term inference to refer to the connection between the premises and the conclusion of an argument. If your mind moves from premises to conclusion, you make an inference, and the premises and the conclusion are said to be linked by an inference. In that way inferences are like argument glue: they hold the premises and conclusion together.

## II. Inductive Arguments, Deductive Arguments

Since the time of Aristotle, the study of logic has been divided into the study of two distinct types of reasoning—deductive and inductive. One way to think of the difference between these types of arguments is to think of deductive arguments in terms of “necessity,” and inductive arguments in terms of probability. In other words, we distinguish deductive arguments from inductive arguments in terms of the strength of the inferential link between premises and conclusion. The strongest inferential link possible would be one where the premises make the conclusion follow from the premises necessarily—i.e., where the premises *force* us to draw the conclusion. An argument like would be a **deductive argument.** By contrast, an argument whose purpose is to make its conclusion “probable” is an **inductive argument**. Here are examples of each type:

**Deductive**

All cats are animals.

Rob Halford is a cat.

Therefore, Rob Halford is an animal.

Given the premises of this argument, we are forced to draw the conclusion that Rob Halford is an animal. Since the link between premises and conclusion here is one of necessity, and we are forced to draw this conclusion, this is a deductive argument.

**Inductive**

Ninety-nine percent of the people who like baseball live to be 120 years old. I like baseball, so I’ll probably live to be 120 years old.

Given the premises of this argument, we aren’t *forced* to draw the conclusion, but the premises do make the conclusion highly probable.

At this point we can formulate brief, useful definitions for deductive and inductive arguments:

**Deductive Argument**: An argument in which the conclusion is claimed to follow from the premises with strict necessity, i.e., given the premises, it is claimed that we must draw the conclusion.

**Inductive argument**: An argument in which the conclusion is claimed to follow from the premises with probability, i.e., given the premises, it is claimed that the conclusion is probable.

### Distinguishing Deductive and Inductive Arguments

In trying to distinguish between deductive and inductive arguments, the best thing to focus on is the relationship between the premises and the conclusion. It may be helpful to think in terms of two different kinds of light switches. Deductive arguments operate on something like a light switch that's “off” or “on” with no in-between—there’s light, or there isn’t. For deductive arguments the conclusion either follows from the premises, or it doesn’t. There are no *varying degrees* of validity. Inductive arguments operate on something like a dimmer switch: just as a dimmer switch gives varying degrees of light intensity, inductive arguments have varying degrees of strength.

![Two light switches, one with a round dimmer switch, and one with a lever on/off switch.](data:image/jpeg;base64,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)

Inductive Argument: Dimmer Switch on the left

Deductive Argument: On/Off switch on the right

#### Deductive Arguments

**Deductive arguments** are always a matter of necessity. For example:

“The day after Monday is always Friday. Today is Monday, so it follows necessarily that tomorrow is Friday.”

The first premise is false, but if it *were* true, the conclusion follows necessarily—it’s guaranteed by the premises. It’s like “two plus two equals four.” If I tell you I have two apples in one hand and two apples in the other, then you have to conclude that I’ve got four apples. Nothing else would fit with those premises, just as nothing else would fit after the “equals” in the addition problem. Here’s another example: If I tell you that all dogs are animals and that Henri is a dog, then you have no choice but to conclude that Henri is an animal. The premises make that conclusion necessary. And if I say that all dolphins are Martians, and Henri is a dolphin, the only conclusion that you can draw is that Henri is a Martian. In all these cases the light switch is moved to the “on” position.

But if I tell you that all dogs are animals, and that Henri is a cat, it DOES NOT follow that Henri is an animal. In that case the light stays off. Now, you and I both know that cats are animals, so that if Henri is a cat then he must be an animal, but the premises don’t say that, and we can’t assume it if it’s not in the premises—so this argument doesn’t guarantee/necessitate that conclusion. In other words, the premises don’t *force* us to draw that conclusion.

The absolutely central thing to recognize about deductive arguments is that they have a “form” or structure, and it’s that form that makes it deductive, and it’s that form alone, and nothing else, that determines whether the argument is valid or invalid. Now, the handy thing about that is that deductive arguments can all be represented by a diagram, or a timeline, or a drawing, or by reducing them to their skeletal form by substituting letters for the terms/statements in the original argument. If you can diagram it / reduce it to a form, and can tell just from the form whether it’s good or bad, then you know it's a deductive argument. You can't do that with inductive arguments — you have to know the content to tell whether it's good or bad.

Here are two examples:

All dogs are animals.

Henri is a dog.

Therefore, Henri is an animal.

The form of this argument is:

All D are A

H is D

Therefore, H is A.

“H is A” is guaranteed by the premises here. Nothing else will go in its place. This argument, then, or rather its form, is what we will call “valid.” Any argument in which the terms are arranged that way will be a valid argument. (The concept of validity will be discussed in more detail below). Here’s another deductive argument:

Steve is taller than Cheryl, and Cheryl is taller than Mary. It follows that Steve is taller than Mary.

You can write this out using different sized letters to represent the people, and use the letters S, C and M. You’d get something like this:

![Three letters in a row, S, C, and M. S is much larger than C, and C is larger than M.](data:image/png;base64,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)

Since you can represent the argument like this, it’s deductive.

#### Inductive Arguments

**Inductive arguments** are always a matter of probability. The premises of an inductive argument can only make a conclusion more or less probable, but never guaranteed or necessary. Consider the following argument:

People who get flu shots have a 93% chance of not getting the flu. I just got a flu shot, therefore I probably won't get the flu.

The conclusion here is not guaranteed, of course. Some people who get a flu shot obviously DO get the flu (7% to be precise). But 93% is a high degree of probability (anything over 50% is considered probable), so the premises of this argument make the conclusion highly probable. An inductive argument where the premises make the conclusion probable is called “strong.” (Like validity, the concept of strength will be discussed in more detail below).

An essential point here, and one that bears frequent repeating: It will strike you as completely counter-intuitive at first, but in trying to determine whether deductive and inductive arguments support their conclusions, it doesn’t matter whether any of the statements in the arguments are true. Taking the flu shot example—I have no actual idea what the numbers are on flu shots, and I didn’t just get one. But logic doesn’t care about that. Logic is only concerned with whether, given what the premises say, the premises support the conclusion. You are going to have to continually tell yourself not to answer questions about what kinds of arguments you are looking at, and whether their premises support their conclusions, based on your knowledge of whether their conclusions are true. Here’s an inductive argument example to illustrate:

NASA astronauts have gone to the Moon 647,832 times so far this year. Every single time they’ve landed on the moon a little green man comes out of a hole in the ground and serves them hamburgers and beer. Therefore, the next time astronauts make a trip to the moon, that little green man will probably come out and serve them hamburgers and beer.

The conclusion of this argument follows with an exceptionally high degree of probability. And none of it is true. But in logic we don’t care about that when we are trying to determine whether the premises of an argument support its conclusion.

Another helpful way of recognizing deductive and inductive arguments is to familiarize ourselves with a handful of common types of arguments that fall under each heading. If you recognize that something is an argument based on mathematics, for example, you know that that argument is deductive. If you recognize that something is a causal inference, by contrast, you know that that argument is inductive.

### Common Types of Deductive Arguments

In deductive arguments like the ones in this section, the conclusion is supposed to contain only information that is already in the premises. You simply shuffle information around. (The word “deductive” comes from the Latin words *de* and *ducere*, and means “to take out”).

An **argument based on mathematics** is one in which the arguer draws a conclusion by doing some mathematical computation: addition, subtraction, division, multiplication, etc. Imagine a person who goes to the hardware and puts four hammers and six screwdrivers in their cart, and that each item costs two dollars with tax. They conclude that their purchase will amount to twenty dollars. Arguments that depend on calculations like this are always best seen as deductive. (Be advised, though, that most statistical reasoning, though it involves math, is almost always inductive).

An **argument from definition** is one in which the conclusion of an argument involves stating the definition of a word in the premise. For example, you could argue that since Humbertimus is riding a tricycle, it follows that he is riding something that has three wheels. Or someone could argue that someone is duplicitous because they are always being deceitful. Arguments from definition are always deductive.

There are three types of **syllogism** (a syllogism is an argument with two premises and one conclusion):

**Categorical Syllogism**: A syllogism in which each statement begins with the word “All,” “No,” or “Some.” For example:

All Mustangs are Fords

Some Mustangs are red sports cars.

Therefore, some Fords are red sports cars.

**Hypothetical Syllogism**: A syllogism containing at least one premise which is a conditional (if…then…) statement. For example:

If Atlanta is the capital of Georgia, then Atlanta is a southern city.

Atlanta is the capital of Georgia.

Therefore, Atlanta is a southern city.

**Disjunctive Syllogism**: A syllogism in which one of the premises is an either/or statement:

Either George Bush was a president, or Beyoncé was a president.

George Bush was not a president.

Therefore, Beyoncé was a president.

### Common Types of Inductive Arguments

In inductive arguments, as in the examples below, the conclusion goes beyond the premises and adds something to the information given. You try to give as much evidence as you can for the conclusion. (“Inductive” also comes from Latin: *in* plus *ducere* means “to put in”).

A **prediction** is an argument that uses information about the past to make a claim about what will happen in the future. For example, someone might argue that since every squirrel people have ever seen has eaten nuts, that probably the next squirrel someone sees will also be a nut eater. Or someone might argue that, given all the data we have linking smoking with lung disease, that a person who smokes three packs of cigarettes ever day will likely develop lung disease. Predictions never deal with absolutes, but only with probabilities, so these types of arguments are almost always best read as inductive.

A **causal inference** is an argument that proceeds from knowledge of a cause and makes a claim about a subsequent effect, or proceeds from knowledge of an effect and makes a claim about a previous cause. For example, you might argue that since Kat hit their hand with a hammer, they developed a bruise. Or you might argue that other way, that since Kat is sniffling and sneezing and coughing, they must have caught a cold. (\*Note: it’s important to distinguish between predictions and causal inferences; predictions always gather data from the past and try to establish what will happen in the future. Causal inferences where you know the effect and are reasoning out what caused it always draw a conclusion about something that has *already happened.* Causal inferences where you know the cause and are reasoning out the effect could have a conclusion about the past, present, or future, whenever we think the effect would most likely happen).

An **argument from authority** is one in which the arguer claims that something must be the case because someone taken by the arguer to be an expert has said so. Arguments from authority then typically look like this. “X said Y must be the case. Since X is an expert, Y must be the case.” For example: “The cable repair person said there must be something wrong my cable box. Since they’re the expert, it’s probably true that there’s something wrong with my cable box.” Experts can be wrong, though, and they sometimes fail to tell the truth, so these types or arguments are always only a matter of probability.

An **argument based on signs** is one in which the arguer claims that some conclusion follows simply because of something stated on a sign. Here we have to interpret the word “sign” broadly, to include literal signs like stop-signs and theater marquees, but also any visual messages produced by an intelligent being: things like clocks, pop-up messages, product labels, price-tags, a row of orange cones in the road. Any visual clue someone left as a form of communication. Signs can be mistaken, though, or misplaced, or out of date, so these arguments never make their conclusions strictly necessary (they don’t *force* us to draw their conclusions), but only probable.

A **generalization** is an argument that proceeds from knowledge of specific cases to a general claim about an entire group, or *all* members of a certain class of things. For example, you might argue that since the people from Wisconsin you met on your last vacation were really nice, that *all* people from Wisconsin are really nice. Or you might claim that all Waffle Houses make great hashbrowns, since every Waffle House you’ve eaten at has always had great hashbrowns.

An **argument from analogy** is an inductive argument in which the arguer compares things and draws a conclusion based on the similarities between those things. We make these kinds of arguments whenever we ask people we trust about their experiences with things we are interested in pursuing. Say, for example, you are thinking of buying the latest iPhone. You might ask your friend who has the latest model whether they are satisfied with the phone. If they’re very satisfied, you might conclude that you will also be very satisfied if you get the same (exactly similar) phone. These types of arguments at best make their conclusions probable.

### Summing Up

The key to distinguishing Inductive and Deductive arguments is to focus on the support relationship between the premises and conclusion.

An argument is best interpreted as deductive if:

1. The support relationship between premises is one of *necessity*.
2. You can isolate the form of the argument by replacing terms with letters, drawing a diagram or circles or a timeline, etc., and you can evaluate the argument as good or bad based on the form.
3. It has a recognizable deductive form.

An argument is best interpreted as inductive if:

1. The support relationship between premises and conclusion is one of *probability*.
2. Trying to construct a diagram or abstract representation of the argument does not help you evaluate it.
3. It shares recognizable features with common inductive argument types.

## III. Evaluating Arguments

### Two Ways an Argument Can Go Wrong

Arguments are supposed to lead us to the truth, but they don’t always succeed. There are two ways they can fail in their mission. First, they can simply start out wrong, using false premises. Consider the following argument:

It is raining heavily.

If you do not take an umbrella, you will get soaked.

You should take an umbrella.

If premise (1) is false—if it is sunny outside—then the argument gives you no reason to carry an umbrella. The argument has failed its job. Premise (2) could also be false: Even if it is raining outside, you might not need an umbrella. You might wear a rain poncho or keep to covered walkways and still avoid getting soaked. Again, the argument fails because a premise is false.

Even if an argument has all true premises, there is still a second way it can fail. Suppose for a moment that both the premises in the argument above are true. It is actually raining heavily. You do not own a rain poncho. You need to go places where there are no covered walkways. Now does the argument show you that you should take an umbrella? Not necessarily. Perhaps you enjoy walking in the rain, and you would like to get soaked. In that case, even though the premises were true, the conclusion would be false. The premises, although true, do not support the conclusion. Back when we defined an inference, we said it was like argument glue: it holds the premises and conclusion together. When an argument goes wrong because the premises do not support the conclusion, we say there is something wrong with the inference.

Consider another example:

You are reading this book.

This is a logic book.

You are a logic student.

This is not a terrible argument. Most people who read this book are logic students. Yet, it is possible for someone besides a logic student to read this book. If your roommate picked up the book and thumbed through it, they would not immediately become a logic student. So the premises of this argument, even though they are true, do not guarantee the truth of the conclusion. Its inference is less than perfect.

Again, for any argument, there are two ways that it could fail. First, one or more of the premises might be false. Second, the premises might fail to support the conclusion. Even if the premises were true, the form of the argument might be weak, meaning the inference is bad.

In logic, we are almost exclusively concerned with evaluating the quality of inferences, not the truth of the premises. The truth of various premises will be a matter of whatever specific topic we are arguing about, and, as we have said, ***logic is content neutral***.

Remember that whether the things in the arguments are true is irrelevant to determining what kind of argument it is (deductive/inductive) and this goes as well for determining whether it’s valid/invalid or strong/weak. **Logic is largely unconcerned with whether the statements in the argument are true.** Instead, logic is almost exclusively concerned with whether the premises of an argument, true or false, provide *support* for the conclusion, true or false. Here are two examples, one inductive and one deductive, where everything in the arguments is false, and yet the premises support the conclusion:

Here's the inductive example:

The average temperature for December in Atlanta has been 142 degrees every year for last 113 years. Probably next year the average temperature for December in Atlanta will be 142 degrees.

Given the premise here (which is false), the conclusion follows with a high degree of probability.

Here’s the deductive example:

All cats are Martians.

Barack Obama is a cat.

Therefore Barack Obama is a Martian.

Given what the premises here say (and they are false as a matter of fact) we MUST draw the conclusion here. The premises make that conclusion *necessary*.

### Deductive Arguments

Deductive and inductive arguments are evaluated differently, so we have different vocabulary for whether each type of logic succeeds or fails. A deductive argument with good logic is called valid; a deductive argument with bad logic is called invalid.

#### Validity

For the purposes of this textbook, we will adopt the following definitions for validity:

**Valid**: The conclusion is supported by (follows from) the premises. So: *if* the premises of a valid argument are true, it is impossible for the conclusion to be false.

**Invalid**: The conclusion is *not* supported by (does *not* follow from) the premises. So: *if* the premises of an invalid argument are true, it is still possible for the conclusion to be false.

Another way to put this is to say that the only thing that matters for validity is whether the premises, as stated, support the conclusion. So, for example, you can have valid and invalid arguments with all true premises and a true conclusion, valid and invalid arguments with false premises and a true conclusion, valid and invalid arguments with one false and one true premise and a true conclusion, etc. The only thing you cannot have with a valid argument is all true premises and a false conclusion.

A **valid** deductive argument is one where the premises support the conclusion. Given that, it is also not possible for a valid deductive argument to have true premises and a false conclusion. In other words, given a valid argument (the premises support the conclusion), then *if* the premises are true, the conclusion must also be true. **But**, **the premises of a valid argument *do not have to be true***. There are valid arguments with false premises for example, in which case the argument can have either true or false premises. So, the only arrangement of truth values that is not possible is a valid argument with true premises and false conclusion.

It’s important to always keep in mind that valid arguments can have false conclusions, because people naturally tend to think that any argument must be good if they agree with the conclusion. And the more passionately people believe in the conclusion, the more likely we are to think that any argument for it must be brilliant. Conversely, if the conclusion is something we don’t believe in, we naturally tend to think the argument is poor. And the more we don’t like the conclusion, the less likely we are to like the argument.

But this is not the correct way to evaluate inferences at all. The quality of the inference is entirely independent of the truth of the conclusion. You can have great arguments for false conclusions and horrible arguments for true conclusions. We have trouble seeing this because of biases built deep in the way we think called “cognitive biases.” A cognitive bias is a habit of reasoning that can be dysfunctional in certain circumstances. Generally, these biases developed for a reason, so they serve us well in many or most circumstances. But cognitive biases also systematically distort our reasoning in other circumstances, so we must be on guard against them.

There is a particular cognitive bias that makes it hard for us to recognize when a poor argument is being given for a conclusion we agree with. It is called “confirmation bias” and it is in many ways the mother of all cognitive biases. Confirmation bias is the tendency to discount or ignore evidence and arguments that contradict one’s current beliefs. It really pervades all of our thinking, right down to our perceptions.

Because of confirmation bias, we need to train ourselves to recognize valid arguments for conclusions we think are false. Remember, an argument is valid if it is impossible for the premises to be true and the conclusion false. This means that you can have valid arguments with false conclusions, they just also have to have at least one false premise. Consider this example:

Oranges are either fruits or musical instruments.

Oranges are not fruits.

Oranges are musical instruments.

The conclusion of this argument is nonsensical. Nevertheless, it follows validly from the premises. This is a valid argument. If both premises were true, then the conclusion would necessarily be true.

**This shows that a valid argument does not need to have true premises or a true conclusion. Conversely, having true premises and a true conclusion is not enough to make an argument valid.** Consider this example:

London is in England.

Beijing is in China.

Paris is in France.

The premises and conclusion of this argument are, as a matter of fact, all true. This is a terrible argument, however, because the premises have nothing to do with the conclusion. The argument is not valid. If an argument is not valid, it is called **invalid**.

**In general the actual truth or falsity of the premises, if known, do not tell you whether or not an inference is valid**. There is one exception: when the premises are true and the conclusion is false, the inference *cannot* be valid, because valid reasoning can only yield a true conclusion when beginning from true premises.

Here is another invalid argument:

All dogs are mammals.

All dogs are animals.

All animals are mammals.

In this case, we can see that the argument is invalid by looking at the truth of the premises and conclusion. We know the premises are true. We know that the conclusion is false. This is the one circumstance that a valid argument is supposed to make impossible.

Some invalid arguments are hard to detect because they resemble valid arguments. Consider this one:

An economic stimulus package will allow the U.S. to avoid a depression.

There is no economic stimulus package.

The U.S. will not avoid a depression.

This reasoning is not valid since the premises do not definitively support the conclusion. To see this, assume that the premises are true and then ask, “Is it possible that the conclusion could be false in such a situation?” There is no inconsistency in taking the premises to be true without taking the conclusion to be true. The first premise says that the stimulus package will allow the U.S. to avoid a depression, but it does not say that a stimulus package is the only way to avoid a depression. Thus, the mere fact that there is no stimulus package does not necessarily mean that a depression will occur.

When an argument resembles a good argument but is actually a bad one, we say it has a **fallacy**. Fallacies are similar to cognitive biases, in that they are ways our reasoning can go wrong. Fallacies, however, are always mistakes you can explicitly lay out as arguments in canonical form, as above.

#### Soundness

If an argument is not only valid, but also has true premises, we call it **sound**. “Sound” is the highest compliment you can pay an argument. We said earlier that there were two ways an argument could go wrong, either by having false premises or weak inferences. Sound arguments have true premises and undeniable inferences. An argument that fails, either by having invalid logic, or by having at least one false premise, is called **unsound**.

This argument is valid, but not sound:

Socrates is a person.

All people are carrots.

Therefore, Socrates is a carrot.

This argument both valid and sound:

Socrates is a person.

All people are mortal.

Therefore, Socrates is mortal.

Both arguments have the exact same form. They say that a thing belongs to a general category and everything in that category has a certain property, so the thing has that property. Because the form is the same, it is the same valid inference each time. The difference in the arguments is not the validity of the inference, but the truth of the second premise. People are not carrots, therefore the first argument is not sound. People are mortal, so the second argument is sound.

Often it is easy to tell the difference between a valid but unsound argument, and a valid and sound argument, if you are using completely silly examples. Things become more complicated with false premises that you might be tempted to believe, as in this argument:

Every Irishman drinks Guiness.

Smith is an Irishman.

Therefore, Smith drinks Guiness.

You might have a general sense that this argument is bad—you shouldn’t assume that someone drinks Guinness just because they are Irish. But the argument is completely valid (at least when it is expressed this way). The inference here is the same as it was in the previous two arguments. The problem is the first premise. Not all Irishmen drink Guinness, but if they did, and Smith was an Irishman, he would drink Guinness.

The important thing to remember is that **validity is not about the actual truth or falsity of the statements in the argument**. Instead, it is about the way the premises and conclusion are put together. **It is really about the form of the argument**. A valid argument has perfect logical form. The premises and conclusion have been put together so that the truth of the premises is incompatible with the falsity of the conclusion.

The following table gives examples of both valid and invalid arguments with a variety of truth values for the premises and the conclusion. Notice that there are many ways for an argument to be unsound, but only one way to be sound. Notice also that the only time truth values can tell us anything about validity is when the premises are actually true and the conclusion is actually false. If an argument is valid, it is impossible to have true premises and a false conclusion, so if these are the real-world truth values, something went wrong with the logic, and the argument has to be invalid.

Table 1: Deductive Arguments

|  | Valid | Invalid |
| --- | --- | --- |
| True Premises  True Conclusion | All mammals are animals.  Cats are mammals.  Therefore, cats are animals.  (sound) | All mammals are animals.  Cats are animals.  Therefore, cats are mammals.  (unsound) |
| True Premises  False Conclusion | Does Not Exist | All mammals are animals.  Snakes are animals.  Therefore, snakes are mammals.  (unsound) |
| False Premises  True Conclusion | All mammals are fruits.  Bananas are mammals.  Therefore, bananas are fruits.  (unsound) | All mammals are fruits.  Cats are fruits.  Therefore, cats are mammals.  (unsound) |
| False Premises  False Conclusion | All mammals are shoes.  Bananas are mammals.  Therefore, bananas are shoes.  (unsound) | All mammals are fruits.  Snakes are fruits.  Therefore, snakes are mammals.  (unsound) |

A general trick for determining whether an argument is valid is to try to come up with just one way in which the premises could be true but the conclusion false. If you can think of one, the reasoning is invalid. This is called the counterexample method (more on that below).

### Inductive Arguments

Instead of “valid” and “invalid,” when we evaluate the logic of inductive arguments, we use the terms “strong” for good arguments and “weak” for bad ones.

#### Strength

Inductive arguments, remember, can never guarantee their conclusion; there’s always room for error. So we can’t really apply “validity” or “invalidity” to them.[[5]](#footnote-5) Inductive arguments can, however, give evidence that the conclusion is probably. We evaluate them according to how probable the premises make the conclusion—how strongly the premises support the conclusion. For the purposes of this textbook we will adopt the following definitions of strength:

Strong: Conclusion is made probable in light of the premises. So: *if* the premises are true, the conclusion is probably true. The premises give good support for the conclusion.

Weak: Conclusion is NOT made probable in light of the premises; i.e., the premises give little or no support for the conclusion.

An argument is **strong** if the premises would make the conclusion more probable, were they true. In a strong argument, the premises don’t guarantee the conclusion, but they do make it a good bet—we say that they make the conclusion *probable.*

You may have noticed that the word “probable” is a little vague. How probable do the premises have to make the conclusion before we can count the argument as strong? The answer is a very unsatisfying “it depends.” As a general rule, any argument where the premises give the conclusion a probability greater than 50% is a strong argument. We don’t often have actual numbers support our inductive arguments, so we have to use common sense. Take the following argument:

The highway sign says “Atlanta, 34 miles.” Therefore, it’s probably 34 miles to Atlanta.

This is an argument based on signs. We don’t possess statistics on how frequently highway signs are accurate, but common sense tells us that if they weren’t accurate more than half the time there’d be no point to having them at all.

The vagueness of the word “probable” brings out an interesting feature of strong arguments: some strong arguments are stronger than others. Consider the following two arguments:

My friend Tessa has the iPhone Infinity and they love it. I bet if I get the iPhone Infinity, I will also love it.

My friends Tessa, Lester, George, and Imogen have the iPhone Infinity and they love it. I bet if I get the iPhone Infinity, I will also love it.

The argument gives only one instance of another iPhone user loving their phone. The argument is not very strong as it stands but it can become stronger if we add more users as examples. The more evidence we have, the better a bet the conclusion is.

When we do induction, we try for strong inferences, where the premises, assuming they are true, would make the truth of the conclusion highly probable, though not necessary. Consider these two arguments. First, look at this one:

92% of Republicans from Texas voted for Bush in 2000. Jack is a Republican from Texas, so Jack probably voted for Bush.

This is a strong argument. Now compare it to this one, which is weak:

One half of all drivers are men. There’s a person driving the car that just cut me off, so the person driving that car is a probably a man.

There is a big difference between how much support the premises, if true, would give to the conclusion in the first and how much they would in the second. The premises in the first, assuming they are true, would provide very strong reasons to accept the conclusion. This, however, is not the case with the second: if the premises in it were true then they would give only weak reasons for believing the conclusion. Thus, the first is strong while the second is weak.

#### Cogency

A cogent argument is the inductive equivalent of sound deductive argument: it’s a strong inductive argument with true premises. Cogent equals strong, plus all true premises. Always think of the definition in that order. First determine whether the argument is strong, and then ask whether the premises are true. It’s also important that the “true premises” condition requires that you not leave out any important evidence that would tend to weigh against the conclusion. For example, if it’s a warm, sunny day, with only gentle breezes and no big waves, you may conclude it’s a nice day for swimming in the ocean. That would typically be a strong argument. But if you’ve ignored the fact that a large ship just dumped huge quantities of toxic waste near the beach, your argument is weak. This is often referred to as the *total evidence requirement*. In sum, then, an argument is cogent if it is strong and has true premises. It is uncogent if it is weak, or has false premises.

The following table gives examples of strong and weak inductive arguments, with a variety of truth values for the premises and conclusions.

Table 2 Inductive Arguments

|  | Strong | Weak |
| --- | --- | --- |
| True Premise  Probably True Conclusion | All previous Halloween’s were celebrated in October.  Probably the next Halloween will be celebrated in October.  (cogent) | Several Halloweens were celebrated in the 19th century.  Probably the next Halloween will be celebrated in October.  (uncogent) |
| True Premise  Probably False Conclusion | Does Not Exist | Several Halloweens were celebrated in the 19th century.  Probably the next Halloween will be celebrated in January.  (uncogent) |
| False Premise  Probably True Conclusion | All previous Halloweens were celebrated in the 21st century.  Probably the next Halloween will be celebrated in the 21st century  (uncogent) | Several Halloweens were celebrated in January.  Probably the next Halloween will be celebrated in October.  (uncogent) |
| False Premise  Probably False Conclusion | All previous Halloweens were celebrated in January.  Probably the next Halloween will be celebrated in January.  (uncogent) | Several Halloweens were celebrated in January.  Probably the next Halloween will be celebrated in January.  (uncogent) |

## IV Counterexample Method

It has been stated repeatedly that validity is entirely a function of the form of a deductive argument, and that the actual truth values of the statements involved are irrelevant. The following argument, for example, is valid:

All cats are dogs.

All dogs are fish.

Therefore, all cats are fish.

Since validity is determined by the form of the argument, it follows that any argument with the same form will also be valid. The form of the above argument is:

All C are D

All D are F

All C are F

Similarly, the following argument is invalid because it has an invalid form:

Some cats are mammals

Some cats are animals.

Some mammals are animals.

Everything in this argument is true, so it would be tempting to think this is a valid argument. It’s not, though, because it’s possible for an argument with true premises and a false conclusion to have this same form. Any argument where the form would allow true premises and a false conclusion is an invalid argument. Here’s the form of the argument immediately above:

Some C are M

Some C are A

Some M are A

The following argument has the very same form, but has true premises and a false conclusion. Table 1 above tells us that no valid argument form would allow that.

Some animals are cats

Some animals are dogs

Some cats are dogs

Again, the question is not whether the premises and conclusion are true or false, but whether the premises *support* the conclusion. That’s what table 1 above illustrates. The validity of a deductive argument, to put it another way, is determined solely by the original argument’s form. If that form would allow true premises and a false conclusion, then the form is invalid. Thus, there is only one empty box in table 1—the box representing a valid argument with true premises and a false conclusion. Every other arrangement of truth values is possible for both valid and invalid arguments—true premises and true conclusion, false premises and true conclusion, false premises and false conclusion. But no valid argument form will ever allow true premises and a false conclusion.

This seems counter-intuitive, but you can have a *valid* deductive argument in which everything is false, so long as the conclusion actually follows from the premises. And you can have an *invalid* deductive argument in which everything is true, so long as the conclusion does not follow from the premises. And whether the conclusion does follow from the premise will be determined by the argument’s ***form***—the arrangement of the terms in the argument, and not what the argument is about.

In order to *prove* that a deductive argument is invalid, we have been using the counterexample method. In the counterexample method we look for a substitution instance for the terms in the original argument so that the premises come out true and the conclusion false. Here are the steps:

1. Write out the original argument.
2. Isolate the form of the original argument.
3. Find terms to substitute for those in the original argument.
4. Plug substitute terms into the form so that you make the premises true and the conclusion false.

**1. Original argument**

Some humans are doctors.

Some humans are men.

Therefore, some men are doctors.

This is a categorical syllogism. All the statements in it are true, so it would be tempting to think that it is valid. This would be a mistake. This argument is invalid, but it’s hard to see that until you break it down into its form and then do substitutions for the terms. Here’s the form of the original argument:

**2. Form of the original argument**:

Some H are D

Some H are M

Some M are D

**3. Find substitute terms for those in the original argument**

H = Animals

D = Cats

M = Dogs

**4. Plug substitute terms into the original argument form**

Some Animals are Cats (True)

Some Animals are Dogs (True)

Some Dogs are Cats (False)

*Note about “terms” used for substitutions*. For categorical syllogisms, the terms you use for substitutions must be plural nouns (dogs, cats, animals, mammals) or plural noun phrases (dogs who like to watch football, cats who smoke cigarettes, mammals riding bicycles).

### Counterexample Method and non-Categorical Syllogisms

The substitution method can also be used for hypothetical syllogisms, disjunctive syllogisms and more—and follows the same steps. You need to find substitutions that make the premises true and the conclusion false. For hypothetical and disjunctive syllogisms, what you need to use for substitutions are full statements, and not just terms like we used with categorical syllogisms. Remember, the steps are:

1. Write out the original argument.
2. Isolate the form of the original argument.
3. Find statements to substitute for those in the original argument.
4. Plug substitute statements into the form so that you make the premises true and the conclusion false.

**1. Original argument***:*

If Beyoncé is a cat, then Beyoncé is a feline. (True)

Beyoncé is not a cat. (True)

Therefore, Beyoncé is not a feline. (True)

**2. Original argument form**:

If C then F

Not C

Not F

This is an invalid argument, even though everything in it is true. We can prove it’s invalid by substituting the following *statements* for C and F (you can always use these two statements to check invalidity for hypothetical syllogisms).

**3. Find substitute terms for those in the original argument**

C = Atlanta is the capital of Florida

F = Atlanta is a southern city

**4. Plug substitute terms into the original argument form**

If (C) Atlanta is the capital of Florida, then (F) Atlanta is a southern city. (True)

(not C) Atlanta is not the capital of Florida. (True)

(not F) Atlanta is not a southern city. (False)

### Summing Up

A valid deductive argument form will not allow you to substitute terms or statements to make the premises true and have the conclusion come out false. If you *can* do that, find substitute terms or statements for the terms in the original argument that make the premises true and the conclusion false, then you have proved that the original argument has an invalid form, i.e., you have proved that the original argument is invalid.

1. This chapter is based on *For All X, The Lorain County Remix*, remixed by J. Robert Loftis. [↑](#footnote-ref-1)
2. Peter Singer, “Famine, Affluence, and Morality.” *Philosophy and Public Affairs*, Spring, 1972, Vol. 1 No. 3. [↑](#footnote-ref-2)
3. If you are reading this with a screen reader, there is a line between the last and second-to-last statements. In canonical form, we will always put the conclusion last, so you should be able to find the conclusion without knowing the line is there. [↑](#footnote-ref-3)
4. Aristotle *On the Heavens*, 298a2-10. [↑](#footnote-ref-4)
5. I mean, you can. But given inductive arguments always leave room for error, according to the definitions of validity and invalidity, all inductive arguments are invalid. This is hardly helpful in evaluating them, however—some inductive arguments are much better than others, and we need to be able to tell the difference. [↑](#footnote-ref-5)